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A Genetic Programming Model for Real-Time
Crash Prediction on Freeways

Chengcheng Xu, Wei Wang, and Pan Liu

Abstract—This paper aimed at evaluating the application of the
genetic programming (GP) model for real-time crash prediction on
freeways. Traffic, weather, and crash data used in this paper were
obtained from the I-880N freeway in California, United States.
The random forest (RF) technique was conducted to select the
variables that affect crash risk under uncongested and congested
traffic conditions. The GP model was developed for each traffic
state based on the candidate variables that were selected by the
RF technique. The traffic flow characteristics that contribute to
crash risk were found to be quite different between congested and
uncongested traffic conditions. This paper applied the receiver
operating characteristic (ROC) curve to evaluate the prediction
performance of the developed GP model for each traffic state.
The validation results showed that the prediction performance of
the GP models were satisfactory. The binary logit model was also
developed for each traffic state using the same training data set.
The authors compared the ROC curve of the GP model and the
binary logit model for each traffic state. The GP model produced
better prediction performance than did the binary logit model for
each traffic state. The GP model was found to increase the crash
prediction accuracy under uncongested traffic conditions by an
average of 8.2% and to increase the crash prediction accuracy
under congested traffic conditions by an average of 4.9%.

Index Terms—Binary logit model, freeway, genetic program-
ming (GP), real-time crash prediction, traffic safety.

I. INTRODUCTION

HE development of real-time crash prediction models

for freeways has recently received much attention from
transportation professionals. One of the important practical
applications of real-time crash prediction models is to identify
hazardous traffic conditions that lead to crash occurrences in
advanced traffic management systems (ATMSs) on freeways.
In real-time crash prediction models, the likelihood of crash
occurrences was related to freeway geometric characteristics
and various real-time traffic flow variables such as vehicle
speed, traffic occupancy, and the coefficient of the variation of
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vehicle speed. Real-time crash prediction models can be used
to develop proactive traffic management strategies in ATMSs to
improve traffic safety on freeways [1]-[3].

Previous studies that documented the development and ap-
plication of real-time crash prediction models have usually
focused on the statistical regression techniques, including the
conditional logit model [4]-[11], the log-linear model [12],
[13], the nonparametric Bayesian model [14], logistic regres-
sion [15]-[19], discriminate analysis [20], and the multivariate
probit model [21]. Among these models, the conditional logit
model and their variations are probably the most commonly
used modeling techniques. In these studies, real-time crash
prediction models were developed based on case-controlled
data, in which traffic data before crash occurrence were used
as cases, whereas the matched traffic data under crash-free
conditions were used as controls. For example, Abdel-Aty et al.
applied the conditional logit model to develop a real-time crash
prediction model based on the matched-case-controlled data,
in which each crash case was matched with a number of
noncrash cases [4]. The results demonstrated that the likelihood
of crash occurrence was affected by the average occupancy at
the upstream station and by speed variance at the downstream
station. Zheng et al. used the conditional logit model to evaluate
the impacts of the standard deviation of speed that results
from the oscillating traffic conditions on the likelihood of crash
occurrence based on the case-controlled data [6].

Traditional statistical regression models usually require as-
sumptions about the distribution of data and a well-defined
functional form such as a linear functional form between de-
pendent variable and independent variables. When the basic
assumptions of the traditional statistical regression models were
violated, inefficient estimations and incorrect inferences would
be produced [22]-[24]. In response to the limitations associated
with the statistical regression models, a few researchers have
proposed nonparametric methods and artificial intelligence
models for developing real-time freeway crash prediction mod-
els. These models include probabilistic neural networks [25],
[26], Bayesian networks [27], [28], artificial neural networks
[29]-[31], the classification and regression tree model [32],
and the support vector machine (SVM) model [33]. The major
limitation associated with the aforementioned artificial intelli-
gence models is that these models work as black boxes, which
cannot directly be used to identify the relationships between
crash likelihood and various traffic flow variables. Thus, most
times, these models are difficult for practical implementation.

The genetic programming (GP) model is a relatively new
modeling technique that was proposed to solve classification
and regression problems [34]. The GP model is rooted in the
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evolutionary theory and has recently been applied to classifi-
cations [35] and regression analyses [36] in transportation en-
gineering. Compared with the traditional statistical regression
models and artificial intelligence models, the GP model has two
major advantages. First, the GP model can find a solution to a
problem without any prespecified functional forms. The solu-
tions of the GP model can be any functional forms describable
by mathematics. In addition, the GP model could select the best
functional form for the solution to the problem based on the
training data. Second, in contrast to the artificial intelligence
models, the GP models could remove the “black box™ effect
and make the model understandable. The output of a GP model
is a readable mathematical model, which defines tangible rela-
tionships between dependent and independent variables. This
allows the results to easily be applied in practical engineering
applications. In addition, previous studies demonstrated that the
GP model has better prediction performance over traditional
modeling techniques [37]-[39]. So far, no applications of the
GP model for real-time freeway crash prediction have been
identified.

The primary objective of this paper is to investigate the
applications of the GP model for real-time crash prediction
on freeways. The random forest (RF) modeling technique was
applied to select the contributing factors to crash risk under
congested and uncongested traffic states. The RF model is
a machine-learning method that consists of an ensemble of
randomized classification and regression trees. It is one of the
most efficient methods in evaluating variable importance. Based
on the candidate variables selected by RF, the GP models were
developed to identify the hazardous conditions that lead to crash
occurrence under each traffic state. The prediction performance
of the GP models would be compared with that of the binary
logit models developed using the same training data set. In the
rest of this paper, a brief description of the data used in this
paper is presented, followed by the theoretical background of
the RF and GP model. Then, the development and evaluation
of the GP model for each traffic state are discussed. Finally, the
prediction performance of the GP models is compared with to
the binary logit model.

II. DATA SOURCES

To accomplish the research objective, traffic, weather, ge-
ometry, and crash data were obtained from a 21-mi freeway

Station 2
(Downstream)

Station |
(Upstream)

Location of the loop detector and weather stations along the selected I-880N freeway section.

section on the [-880N freeway in the United States. As shown
in Fig. 1, a total of 40 loop detectors stations and 3 weather
stations are located along the selected freeway section. The
average spacing between detector stations was about 0.5 mi,
and the average spacing between weather stations was about
7 mi. All the three weather stations were located within 1 mi
from the [-880N freeway. Crash, traffic, and weather data were
collected from January 1, 2008 to December 31, 2008 and from
January 1, 2010 to December 31, 2010. A total of 807 crashes
were identified and used for further data analysis.

The crash data reported at the selected freeway seg-
ment during the 24-month study period were obtained from
the Statewide Integrated Traffic Records System (SWITRS)
maintained by the California Department of Transportation
(Caltrans). The actual location for each crash was identified
by checking the variations in speed and occupancy near the
reported location of crash. If there was no easily identifiable
abrupt change in speed or occupancy, the reported crash loca-
tion were used for further data analysis.

The traffic data were obtained from the Highway Perfor-
mance Measurement System (PeMS) maintained by Caltrans.
The PeMS database provided 30-s raw loop detector data,
including vehicle count, vehicle speed, and traffic occupancy.
The loop detectors sometimes suffer from hardware problems
and random errors, which might result in invalid traffic data.
Traffic data were excluded as invalid or not usable under one
or more of the following conditions: 1) the average speed was
greater than 100 mi/h; 2) the average occupancy was greater
than 100%; 3) the flow rate was greater than O vph, whereas the
occupancy was equal to 0%; 4) the average speed was greater
than O mi/h, whereas the flow rate was equal to O vph; and
5) the occupancy was greater than 0%, whereas the flow rate
was equal to 0 vph.

Traffic data were collected from the nearest upstream and
downstream stations to each crash location, as shown in Fig. 1.
The research team extracted 30-s raw traffic data in the time
interval between 10 and 15 min prior to crash occurrence. The
purpose of doing so was to identify hazardous traffic conditions
ahead of the crash occurrence time to make preemptive mea-
sures possible [18], [31]. For example, if a crash occurred at
9:00 A.M., traffic data were extracted from 8:45-8:50 A.M. A
similar time lag was also adopted in previous studies to develop
real-time crash prediction models [26], [40]. The 30-s raw
traffic data that were collected from upstream and downstream
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TABLE 1
CANDIDATE VARIABLES FOR THE GP MODEL
Symbol Variables
AC, Average 30-second vehicle count at the upstream station (veh/30 s)

A0, Average 30-second detector occupancy at the upstream station (%)
ASy  Average speed at the upstream station (mile/h)
e Std. dev. of 30-second vehicle counts at the upstream station
“TH (veh/30's)
Std. dev. of 30-second detector occupancies at the upstream station
SOy %)
SSy  Std. dev. of 30-second mean speeds at the upstream station (mile/h)
DC Average absolute difference in 30-second vehicle counts between
“ adjacent lanes at the upstream station (veh/30 s)
DO Average absolute difference in detector occupancies between
¥ adjacent lanes at the upstream station (%)
DS Average absolute difference in 30-second mean speeds between
¥ adjacent lanes at the upstream station (mile/h)
AC, Average 30-second vehicle counts at the downstream station
(veh/30s)
AOg4 Average 30-second occupancy at the downstream station (%)
ASq  Average speed at the downstream station (mile/h)
sCy Std. dev. of 30-second vehicle counts at the downstream station
’ (veh/30s)
SO Std. dev. of 30-second detector occupancies at the downstream
¢ station (%)
S8y Std. dev. ot 30-second mean speeds at the downstream station
(mile/h)
DCy Average absolute difference in flow between adjacent lanes at the
downstream station (veh/30s)
DOy Average absolute difference in occupancy between adjacent lanes at
the downstream station (%)
DSy Average absolute difference in speed between adjacent lanes at the
downstream station (mile/h)
De Absolute difference in average vehicle counts between upstream
“d and downstream stations (veh/30s)
DO Absolute difference in average detector occupancies between
#d \ypstream and downstream stations (%)
DS Absolute difference in average speeds at upstream and downstream
“d stations (mile/h)
WC 1= adverse weather conditions(rain or fog); 0 = otherwise

DTy Distance between upstream and downstream stations (mile)
Lane
Wid;

Number of lanes at the upstream stations
Inner Shoulder Width (ft)

Wid, Outer Shoulder Width (ft)

DAY 1= Daylight; 0 = otherwise

PEAK 1= Peak period; 0 = otherwise

stations were further aggregated to a 5-min station level and
converted into the 21 traffic flow variables, as shown in Table 1.
Weather conditions for each crash were extracted based on the
time of the crash from the weather station that is nearest its
location. Considering the sample size in each category, rain
and fog were combined as adverse weather conditions. As a
result, this paper considered the following two different weather
conditions: 1) clear weather and 2) adverse weather.

Traffic and weather data for noncrash cases were randomly
selected from crash-free days. For each selected crash case in
the data set, the authors randomly selected m observations of
noncrash cases. Different m : 1 ratios between noncrash and
crash cases were applied to develop the following GP models.
The number of m was set from 1 to 10. The prediction accuracy
was found to reach a maximum when m was set to be 10.

TABLE 1I
SAMPLE SIZE FOR EACH TRAFFIC STATE

Sample Traffic State  Crash cases Non-crash cases Total
Training ~ Uncongested 309 4510 4819
dataset Congested 175 335 510
Validation Uncongested 205 2993 3198
Sample Congested 118 232 350
Total 807 8070 8877

A total of 807 crash cases and 8070 noncrash cases were
included in the data set. Because the traffic flow characteris-
tics that contribute to the crash likelihood would be different
between congested traffic and uncongested traffic [5], [8], the
authors separately developed the GP models for congested
and uncongested traffic states. The critical occupancy is often
used to classify traffic flow conditions into congested and
uncongested states. Based on the visual inspection of a flow-
occupancy diagram that was developed using one-month traffic
data, the critical occupancy was found to be 15%. Therefore,
the traffic data for crash and noncrash cases were classified
into congested and uncongested traffic states based on the mean
value of traffic occupancy at upstream and downstream stations.
If the average occupancy was larger than 15%, the traffic data
were identified as a congested traffic state; otherwise, they were
identified as an uncongested traffic state. Based on this rule,
the original data set was separated into two subsamples: one
subsample was for the congested traffic state, and the other sub-
sample was for the uncongested traffic state. The distributions
of crash and noncrash cases under different traffic states were
summarized in Table II. The subsample for each traffic state
was further randomly separated into a training data set and a
validation data set with a ratio of 3:2. The training data sets
were used to develop GP models under different traffic states,
and the validation data sets were used to test the prediction
performance of the developed GP models.

III. RESEARCH METHODOLOGY
A. RF for Variable Selection

RF is a machine-learning method that consists of an en-
semble of randomized classification and regression trees [41].
In the RF model, a predetermined number of classification
and regression trees are randomly generated and finally aggre-
gated to give one single prediction. When solving classification
problems, the RF model chooses the classification with the
most votes from all the trees in the forest. In the training
procedure of an RF model, each classification and regression
tree is developed based on a bootstrap sample that is created by
randomly selecting a number of samples with replacement from
the original training data set. When building a classification and
regression tree, the best split at each node is searched from a
randomly selected subset of the whole predictors.

Currently, RF analysis is considered one of the most efficient
methods in evaluating variable importance [42]. In the RF
model, two measures, based on the Gini index and classification
accuracy of out-of-bag (OOB) data, are usually used to evaluate
the variable importance. In this paper, the measure based on



XU et al.: GENETIC PROGRAMMING MODEL FOR REAL-TIME CRASH PREDICTION ON FREEWAY S 577

[(X+0.2) + (Y-X)] x [log (Z) + (Y+4.5)]

Fig. 2. Example of a function tree in GP.

the Gini index was used to evaluate the variable importance
and to select the candidate variables for developing GP models.
In this measure, the decrease in the Gini index at each node
is calculated for the variable that is used to make the split.
Then, the Gini-index-based variable importance measure for
this variable is given as the average decrease in the Gini index
over all trees in the forest.

B. GP

The GP model is an evolutionary computation method that
was introduced by Koza [34]. The GP model can be used to
generate mathematical models that represent approximate or
exact solutions to a problem [34]. It can be considered an
extension of the genetic algorithm (GA). The main difference
between GP and GA is the representation of individuals. The in-
dividuals in a GA model are numbers that were coded as fixed-
length binary strings, whereas the individuals in a GP model are
mathematical models that were coded as function trees. Fig. 2
illustrates an example of a GP function tree. As shown in Fig. 2,
the inner nodes represent mathematical functions such as “+”
and “-+,” and the leaf nodes represent predictors and constants.
The mathematical model that is represented by the function tree
in Fig. 2 is f(X,Y,2) =[(X/0.2) + (Y — X)] x [log(Z) +
(Y/0.45)]. In a particular problem, the set of functions and
predictors should be prespecified. The mathematical models
in GP are generated from a prespecified set of functions and
predictors.

In general, GP works on a population of mathematical
models (individuals) based on the evolution theory. In each
generation, multiple models are stochastically selected based
on their fitness and modified to form a new population of
models by crossover, selection, and mutation operations. The
new population of models is then used in the next iteration of
the algorithm. A GP model will stop when the predetermined
maximum number of generations has been produced or the
predetermined fitness level has been reached for the population.
Therefore, the evolution process is expected to continuously
produce a better model for a problem that is intended to be
solved.

1) Genetic Operation: The new models in a GP model
are usually created by the following three genetic operators:
1) crossover; 2) mutation; and 3) reproduction. The reproduc-
tion operator simply selects a proportion of models and includes
them into the next generation without any alterations. The
crossover operator creates new or offspring models by com-
bining information that was extracted from selected parents.

Parent 1 Parent 2

Crossover

4

Offspring 1 Offspring 2

Fig. 3. Crossover operation in GP.

Mutation

Fig. 4. Mutation operation in GP.

Two parent models are randomly selected based on their fitness
level, and subtrees are chosen from both parent models. Then,
the crossover operator swaps the subtrees from the two parent
models. Fig. 3 illustrates an example of the crossover operation.

The purpose of the mutation operation is to introduce new
information into the population and avoid the premature conver-
gence of a GP model. In mutation, a single parent is randomly
selected based on its fitness level. A random subtree on the
parent model is selected and replaced with a new random tree
created from the prespecified set of predictors and functions.
This process is illustrated in Fig. 4. A new model is created
by replacing the subtree on the left tree with a new randomly
generated subtree.

2) Fitness Function: One of the most important components
of a GP model is the fitness function, which determines how
well a model in the population can solve the problem. The fit-
ness function greatly varies across different types of problems.
The fitness function is developed based on the error between the
values predicted by the model and the actual data. For example,
when a GP model is developed to set the time of a clock, the
fitness function could be the summation of time that the clock
is wrong.
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The most commonly used fitness functions for classification
problems include the number of hits, sensitivity or specificity,
relative square error, and mean square error. In this paper,
a fitness function for real-time freeway crash prediction was
developed based on the number of hits and square errors. As-
suming a data set S = {(y1, 1), (y2,22), ..., (Yn, Tn)} of data
(x;) for crash (y; = 1) and noncrash (y; = 0), the functional
form of the fitness function is expressed as follows:

n

F(B;) =Y (8% % lyi—C (Bj ()| + (i~ Bj(:))*) (1)

i=1

where F'(B;) denotes the fitness of the jth model B; in the
population, B;(x;) is the value calculated by the jth model B;
in the population, and C'(B;(x;)) represents the function that
converts the value calculated by the model B; into 1 or 0. The
functional form of this C'(B;(z;)) is expressed as follows:

cwe-{) 1B o

where c is the cut value. Note that the selection of cut value ¢
in (2) does not change the prediction performance of the
evolved models, because the GP model has the ability to
compensate for any change in the cut value ¢ in (2) by cor-
responding changes in the generated models. Previous studies
also confirmed that the cut value in the fitness function does not
change the distribution of types I and II errors of the evolved GP
model [38], [39]. Therefore, the cut value in (2) was arbitrarily
set to 0.5 in the following analysis.

Because the number of noncrash cases is much greater than
that of crash cases in the training data set, the GP model might
ignore the information from crash cases and classify all the
observations as noncrash cases to improve the overall classi-
fication accuracy. To account for this problem, the weighting
factor 3 was introduced in the fitness function. The weighting
factor 5 was set to the ratio between the number of noncrash
and crash cases in each training data set. As shown in (1), g¥i
is equal to 1 if y; = 0 (noncrash), and 8 when if yy; = 1 (crash).
Hence, in (1), correctly classifying a crash case will contribute
more to the fitness than correctly classifying a noncrash case.

The fitness function based on the number of hits only is not
sensitive to the marginal improvements in deviations from the
target. Therefore, the square error was introduced in the fitness
function to measure how closely the evolved outputs and the
target outputs in the training data match up.

3) Procedure of GP: The GP model is based on a repetitive
computational process. As shown in Fig. 5, the GP model uses
the following steps to solve problems.

a) Initialization. Create at random an initial population of M
models that represent potential solutions to the prediction
of crash occurrence on freeways.

b) Execute each model in the current population on the
training data set and evaluate the fitness of each model
in the current population.

c) Select the parent models that will be used to produce
offspring models.

Initialize Population
Generate M Individuals

|
v

Evaluate Fitness of Each
Individuals in Population

l

Reproduction Select Mutation
Genetic Operator
lCmssover
A 4 A

Select One Select Two Select One
Individual Individual Individual

Perform Perform Perform
Reproduction Crossover Mutation

I |

Include New Individuals
in population

Max. Number of
Generations

Fig. 5. Flowchart of GP.

d) Probabilistically select the reproduction, crossover, and
mutation operators.

e) Generate a new model by performing one of the three
genetic operators.

f) Repeat steps c—e until the predetermined population size
M has been reached.

g) Replace the M old models by new generated M/ models.

h) Repeat steps b—g until the predetermined maximum gen-
eration N has been reached.

i) The model with the best fitness level in any generation is
designated as the result of GPs.

C. Binary Logit Model

This paper aimed at developing a method of predicting crash
occurrence on freeways based on traffic data that were collected
from loop detector stations on freeways. This gave a binary
outcome that can be coded as one if a crash occurs and zero
if no crashes occur. Hence, the binary logit model was used to
benchmark the GP model.

The binary logit model has been widely used for predicting a
binary-dependent variable as a function of predictor variables
in transportation engineering [43]-[45]. Using a binary logit
model, the probability of crash occurrence can be estimated
using the following equation [46]:

1

Plwi) = 1+ e—9(=i)

(i=1,2,...,n) A3)

where P(x;) denotes the probability that the certain traffic flow
conditions lead to crash occurrence, and g(x) is the multiple
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TABLE 1II
DISTRIBUTION OF CRASHES IN THIS PAPER

Factors Categories Percentages

Rear end 55.6%
Crash Type Sideswipe 23.9%
Others 20.5%
) Property damage only (PDO) 71.5%

Crash severity i
Injury Crash 28.5%
Pear hours 35.5%

Peak hours
off-peak hours 64.5%
. Distance < 0.3 mile 5.6%
Spacing between

upstream and 0.3 mile < Distance < 0.6 mile 52.2%
downstream stations Distance > 0.6 mile 42.3%
Daylight 71.2%
Lighting Dark (Street Light) 11.2%
conditions Dark (No Street Light) 13.2%
Others 4.4%

linear combination of explanatory variables, which can be
expressed as

P(z;)

= P(a) = fo+ Przri+ -+ Bexri (4)

g(z) =In
where xj; denotes the value of a variable k for sample
i, and fBj is the coefficient of variable k. The parameters
Bo, B1, B2, - - -, Bx, can be estimated based on the log-likelihood
function for (3), which is given by

n

InL(B,2;) = Y [Bo+ Bran; + - + Brithi

i=1

7111(1 4 6ﬂ0+ﬁlfli+“‘+ﬁkizki)] . 5)

IV. DATA ANALYSIS AND RESULTS
A. Preliminary Analysis

A preliminary analysis of the crashes used in this paper was
conducted in this section. The distributions of the crashes used
in this paper were summarized in Table III. Most of the crashes
(55.6%) in the data set were rear-end crashes, followed by
sideswipe crashes of about 23.9%. With regard to the severity
outcome, 71.5% of the crashes in the data set were property-
damage-only crashes, and 28.5% were injury crashes. With
regard to the crash occurrence time, 35.5% of the crashes
occurred during peak hours, and 64.5% occurred during off-
peak hours.

As aforementioned, a total of 40 loop detector stations are
located along the selected 21-mi freeway section. The 40 loop
detector stations divided the 21-mi freeway section into 39
freeway segments. Considering the crash location, 42.3% of the
crashes occurred in a segment with a length larger than 0.6 mi.
Among the 39 segments, only 7 segments are larger than 0.6 mi.
This may imply that the geometric characteristic (segments
length) was a significant variable that affects crash likelihood.

Moreover, 71.2% of the crashes occurred during daylight, and
13.2% crashes occurred at night without street light.

B. Variable Selection Using RF

As shown in Table I, 28 candidate variables were obtained
in this paper. The RF model was used to select the significant
variables that affect crash risk under each traffic state. The “RF”
package in the MATLAB software was used to develop the RF
models [47]. When using the RF model, the number of trees in
the forest and the number of variables tried at each node first
need to be specified. To obtain stable estimations of variable
importance, we conducted the RF model and calculated OOB
error rates for different numbers of trees. It was found that 1000
trees were sufficient to obtain a constant minimum error rate for
both congested and uncongested traffic states.

After the number of trees has been determined, the RF
models were conducted with different numbers of variables
tried at each node. The OOB error rate of the RF model for
uncongested traffic state reached a minimum when the number
of variables tried at each node was equal to 9. In addition, six
variables tried at each node produced the minimum OOB error
rate of the RF model for the congested traffic state.

The RF model for each traffic state was first conducted
using all the 28 variables, as shown in Table I. The variable
importance of the 28 candidate variables for congested and
uncongested traffic states was illustrated in Fig. 6. As expected,
the traffic flow variables that contribute to crash risk were quite
different between uncongested and congested traffic states. The
average speed, occupancy difference between adjacent lanes,
speed difference between adjacent lanes, and speed variance
were the main contributing factors to crash risk in uncongested
traffic conditions, whereas the average occupancy, standard
deviation of occupancy, average speed, and speed difference
between upstream and downstream stations were the main
contributing factors to crash risk in congested traffic conditions.

To select the number of important variables for developing
GP models, the RF models were further conducted in a succes-
sive phase in which the number of input variables was set from
1 to 28. To be more specific, we first conducted the RF model
using the top 1 variable in Fig. 6, then conducted the RF model
using the top 2 variables in Fig. 6, and so on. The OOB error
rate of the RF model for the uncongested traffic state reached a
minimum when the top 12 important variables in Fig. 6(a) were
used to develop the RF model. Therefore, the top 12 important
variables in Fig. 6(a) were selected to develop the GP model for
predicting the crash risk under the uncongested traffic state. In
addition, the top 8 variables in Fig. 6(b) produced the minimum
OOB error rate of the RF model for the congested traffic state.
The GP model for the congested traffic state was developed
based on these top 8 variables in Fig. 6(b).

C. GP Model

In this paper, two GP models were developed to separately
predict the crash occurrence under congested and uncongested
traffic states based on the traffic data collected from the loop
detector stations on freeways. The research team developed the
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Fig. 6. Variable importance based on the normalized Gini index for each traffic state.

TABLE 1V
SUMMARY OF THE CONFIGURATION PARAMETERS OF THE GP MODEL

Configuration Parameters Selected Values

Number of individuals 1000

Number of generations 100

Depth limited to 30

Probability of crossover automatic adaptation procedure [48]
Probability of mutation automatic adaptation procedure [48]
Reproduction probability 0

Selection Lexictour [49]

Initial population Ramped half-and-half method
Initial maximum depth 6

+, -, X, +, protected square root, and
protected natural logarithm
variables selected by RF, and
random constant (between 0 and 10)

Functions set

Terminal set

GP model using GPLab toolbox 3.0 [48], which is a popular
GP software coded in MATLAB. The various parameters used
in the GP models were given in Table IV. As shown in Table IV,
the function set that was used to build the GP model contained
six standard arithmetic operators, i.e., +, —, X, <+, protected
square root, and protected natural logarithm. The terminal set
included the variables selected by RF and constant terminals
(randomly generated floating-point numbers between 0 and 10).
The population size was set to 1000, and the maximum number
of generations was 100. With regard to the probability of oper-
ators, the reproduction probability was 0. The purpose of doing
so was to let the crossover and mutation operation govern the
evolutionary process. The probability of crossover and mutation

was optimized during GP running by the automatic adaptation
procedure [49]. In the automatic adaptation procedure, the
probability values of operators will be increased if they have
been producing models with better fitness. Otherwise, their
probability values will be decreased.

The initial population of individuals was generated by a
ramped half-and-half method [34], and the depth for trees in the
initial population was limited to 6. The maximum depth for gen-
erating trees in other populations was 30. The selection process
was used to choose the parent models for producing offspring
models. In this paper, the lexictour method was chosen as the
selection process. In the lexictour method, a random number of
models are chosen from the population, and the model with the
best fitness among the chosen models is selected. In addition, if
two models have the same fitness, the model with fewer nodes
will be chosen as the best [50].

1) GP Model Under the Uncongested Traffic State: Fig. 7
illustrates the crash prediction model under uncongested traffic
conditions. Six traffic flow variables, weather conditions, and
the spacing between upstream and downstream stations were
found to be correlated with the crash risk in the GP model
under uncongested traffic conditions. The GP model indicates a
complex relationship of crash risk with traffic flow conditions,
weather conditions, and geometry characteristics. Accordingly,
Fig. 8 was developed to indicate the change in crash risk as
the value of each continuous variable changes. Each continuous
variable changed over a normal range of values when the other
variables were kept at their sample mean.
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Fig. 7. GP model for the uncongested traffic state.

As shown in Figs. 8(a)—(d), the high occupancy and standard
deviation of speed at the downstream station were found to be
associated with the increase in crash risk. In addition, crash risk
increases as the upstream and downstream speed decrease. The
decreasing speed might represent the increase in traffic density
and queue formations. These results are consistent with the
findings of previous studies [4], [8], [10], [25]. As shown in
Fig. 8(e), high occupancy difference between adjacent lanes at
the downstream station results in an increase in crash risk. The
large occupancy difference between adjacent lanes was found to
be associated with high lane-change frequency [51]. Thus, high
lane-change frequency increases the crash risk in uncongested
traffic conditions.

The occupancy difference between upstream and down-
stream stations was found to be associated with the increase
in crash risk [Fig. 8(f)]. The findings of a previous study also
demonstrated that crashes were more likely to occur under
traffic flow states with a large occupancy difference between
upstream and downstream [8]. Moreover, as shown in Fig. 8(g),
the spacing between upstream and downstream stations in-
creases the crash risk between them, indicating the fact that
crashes are more likely to occur in a freeway segment with a
large length. This is consistent with the findings shown in the
preliminary analysis.

2) GP Model Under the Congested Traffic State: The crash
prediction model under congested traffic conditions is illus-
trated in Fig. 9. The occupancy at downstream stations, the stan-
dard deviation of occupancy at the upstream station, the speed
difference between the upstream and downstream stations,
weather conditions, and the spacing between the upstream and
downstream stations were found to be correlated with the crash
risk in the GP model under congested traffic conditions. Fig. 10
was developed to explore the relationship of crash risk with
different predictors in the GP model.

As shown in Fig. 10(a), crash risk decreases with the increase
in occupancy at the downstream station under congested traffic
conditions. This is consistent with the findings in previous
studies that drivers behave differently in spare and heavy traf-
fic and crash risk may decrease with the increases in traf-
fic density under congested traffic conditions [8], [52], [53].
As shown in Fig. 10(b) and (c), crash risk under congested
traffic conditions tends to be high when the speed difference
between the upstream and downstream stations and the standard
deviation of occupancy at the upstream station are high. In
addition, the spacing between the upstream and downstream
stations was found to increase crash risk under congested traffic
conditions.

D. Prediction Performance

The prediction performance of the GP model under each
traffic state was tested. The authors developed receiver oper-
ating characteristic (ROC) curves to evaluate the prediction
performance of the GP models with different thresholds. The
ROC curve is a graphical plot of the sensitivity on the y-axis
against (1—specificity) on the x-axis for different thresholds.
In this paper, the sensitivity represents the proportion of crash
cases predicted as a crash, and (1—specificity) represents one
minus the proportion of noncrash cases predicted as a noncrash.
To develop the ROC curve of the GP model for each traffic state,
we calculated the sensitivity and (1—specificity) for multiple
thresholds by using the validation data sets.

To test the relative prediction performance of the GP model
for each traffic state, the research team benchmarked it against
the binary logit model, which is a more prevalent methodology.
For comparison, the authors developed the binary logit model
for each traffic state using the same training data set. In ad-
dition, the validation data set for each traffic state was used
to test the prediction performance of the binary logit models
developed. The ROC curves for GP and the binary logit model
under uncongested traffic conditions on the validation data set
are illustrated in Fig. 11.

As shown in Fig. 11, the ROC curve for the GP model
is always to the left of the curve for the binary logit model,
indicating that the prediction accuracy of the GP model under
uncongested traffic conditions is always greater than that of the
binary logit model, no matter what threshold is selected. Fig. 12
presents the ROC curves for GP and the binary logit model
under congested traffic conditions. The prediction accuracy of
the GP model under congested traffic conditions was also found
to be greater than that of the binary logit model.
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Fig. 8.

Tables V and VI summarize the prediction performance of
the GP model under uncongested and congested traffic condi-
tions, respectively. The prediction performance is measured by
the percentage of the correctly predicted crash cases for dif-
ferent false-alarm rates (1—specificity). As shown in Tables V
and VI, there is a tradeoff between crash prediction accuracy
and false-alarm rate. The prediction accuracy of crash cases in-
creased as the false-alarm rate was increased. Thus, the thresh-
old needs to carefully be determined to meet the requirement
of the practical implementation or the preference of a specific
traffic agency. After determining the threshold, the prediction
performance of the GP model could easily be evaluated using
the aforementioned ROC curves. For example, if a threshold
value is selected to accept a 20% false-alarm rate for identify-
ing crash occurrence under uncongested traffic conditions, the
crash prediction accuracy of the GP model is found to be 61.0%.

For comparison, Tables V and VI also summarize the crash
prediction accuracy of the binary logit model under each traffic
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Relationship between crash risk and different predictors in the GP model under uncongested traffic conditions.

state at the same false-alarm rate. As shown in Table V, the
crash prediction accuracy of the GP model is much better than
that of the binary logit model. The average difference in crash
prediction accuracy between GP and the binary logit model is
8.2%, indicating that the GP model could increase the crash
prediction accuracy under uncongested traffic conditions by
an average of 8.2% compared with the binary logit model.
For congested traffic flow conditions, the average difference in
crash prediction accuracy between the two models was found
to be 4.9%. Thus, the GP model could increase the crash
prediction accuracy under congested traffic conditions by an
average of 4.9%.

V. CONCLUSION

This paper investigated the application of the GP model
for real-time crash prediction on freeways. Traffic, weather,
geometry, and crash data were collected from the I-880N
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Fig. 10. Relationship between crash risk and different predictors in the GP model under congested traffic conditions.

freeway located in the United States, in 2008 and 2010. RF
was applied to select the contributing factors to crash risk
under uncongested and congested traffic conditions. Based on
the candidate variables selected by RF, the GP model was
conducted to develop the crash prediction model for each traffic
state. The traffic flow characteristics that affect crash risk were
found to be quite different between congested and uncongested
traffic conditions. In general, the traffic density, speed variance,

lane-change frequency, and occupancy difference between up-
stream and downstream were the main contributing factors
to crash risk under the uncongested traffic conditions. Under
the congested traffic conditions, crash risk decreases with the
increase in traffic density. The speed difference between up-
stream and downstream stations and the standard deviation of
occupancy also affected crash risk under the congested traffic
conditions.
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TABLE V
PREDICTION PERFORMANCE OF THE GP MODEL
FOR THE UNCONGESTED TRAFFIC STATE

1-Specificity  Sensitivity of GP Sensitivity of Logit  Difference
0.1 46.3% 32.7% 13.6%
0.2 61.0% 52.2% 8.8%
0.3 71.7% 64.4% 7.3%
0.4 76.1% 69.8% 6.3%
0.5 82.0% 77.1% 4.9%

The ROC curves were developed to evaluate the prediction
performance of the GP model under each traffic state. The
validation results demonstrated that the prediction performance
of the GP models was deemed satisfactory. For comparison,
the binary logit model was also developed for each traffic state
using the same training data set. In general, the prediction
performance of the GP models was better than that of the binary
logit models, no matter what threshold is selected. Compared
with the binary logit model, the GP model could increase the
crash prediction accuracy under uncongested traffic conditions
by an average of 8.2% and increase the crash prediction accu-
racy under congested traffic conditions by an average of 4.9%.

TABLE VI
PREDICTION PERFORMANCE OF THE GP MODEL
FOR THE CONGESTED TRAFFIC STATE

1-Specificity  Sensitivity of GP Sensitivity of Logit ~ Difference
0.1 37.3% 32.2% 5.1%
0.2 57.6% 50.8% 6.8%
0.3 62.7% 57.6% 5.1%
0.4 69.5% 66.1% 3.4%
0.5 75.4% 71.2% 4.2%

The real-time crash prediction model developed by the GP
algorithm can be used in ATMSs such as variable-speed-limit
systems [54] and ramp metering [55], [56] to improve traffic
safety on freeways. For example, when a freeway segment is
found to be susceptible to crash occurrence, the variable speed
limit system could be activated to reduce crash risk by prede-
termined management strategies. However, before the findings
in this paper are used in practical engineering applications, ad-
ditional research is still needed to test the transferability of the
GP model using data that were collected from other freeways.
In addition, this paper partly demonstrated the benefits of using
the GP model in real-time crash prediction over the traditional
logit model. However, the authors did not compare the GP
model to other artificial intelligence models such as SVM and
artificial neural network models. The authors recommend that
future studies may focus on these issues.
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