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#### Abstract

Based on our previous works, multiagent systems and evolutionary algorithms (EAs) are integrated to form a new algorithm for combinatorial optimization problems (CmOPs), namely, MultiAgent EA for CmOPs (MAEA-CmOPs). In MAEA-CmOPs, all agents live in a latticelike environment, with each agent fixed on a lattice point. To increase energies, all agents compete with their neighbors, and they can also increase their own energies by making use of domain knowledge. Theoretical analyses show that MAEA-CmOPs converge to global optimum solutions. Since deceptive problems are the most difficult CmOPs for EAs, in the experiments, various deceptive problems with strong linkage, weak linkage, and overlapping linkage, and more difficult ones, namely, hierarchical problems with treelike structures, are used to validate the performance of MAEA-CmOPs. The results show that MAEA-CmOP outperforms the other algorithms and has a fast convergence rate. MAEA-CmOP is also used to solve large-scale deceptive and hierarchical problems with thousands of dimensions, and the experimental results show that MAEA-CmOP obtains a good performance and has a low computational cost, which the time complexity increases in a polynomial basis with the problem size.


Index Terms-Combinatorial optimization problems (CmOPs), deceptive problems, evolutionary algorithms (EAs), hierarchical problems, multiagent systems.

## Notation List

| $\mathcal{S}$ | Search space. |
| :---: | :---: |
| E | Set of all the different energy values. |
| $E^{i}$ | $i$ th element of $\boldsymbol{E}$. |
| $\mathcal{S}^{i}$ | Set of elements in $\mathcal{S}$ whose energy is equal to $E^{i}$. |
| $\boldsymbol{x}, \boldsymbol{a}$, and $\boldsymbol{c}$ | Binary vectors in $\mathcal{S}$. |
| $\boldsymbol{x}^{*}$ | Best binary vector in $\mathcal{S}$. |
| $L$ | Agent lattice. |
| $L_{i, j}$ | Agent located at the $i$ th row and $j$ th column of $L$. |
| $\boldsymbol{L}^{t}$ | Agent lattice in the $t$ th generation. |
| $\mathcal{L}$ | Set of all agent lattices. |
| $\mathcal{L}^{i}$ | Set of agent lattices whose energy is equal to $E^{i}$. |
| $L^{i j}$ | $j$ th agent lattice in $\mathcal{L}^{i}$. |

[^0]| $\boldsymbol{N}_{i, j}$ | Set of neighbors of $\boldsymbol{L}_{i, j}$. |
| :---: | :---: |
| $T$ | Main learning table. |
| $T^{q}$ | $q$ th sublearning table. |
| $n$ | Dimension of $\mathcal{S}$. |
| $a_{i}, c_{i}$, and $l_{i}$ | $i$ th components of $\boldsymbol{a}, \boldsymbol{c}$, and $\boldsymbol{L}_{i, j}$, respectively. |
| $L_{\text {size }}$ | Size of the agent lattice. |
| $r$ | Perception range. |
| $T_{i, j}$ | Positive integer located at the $i$ th row and the $j$ th column in $T$. |
| $T_{i, j}^{q}$ | Positive integer located at the $i$ th row and the $j$ th column in $\boldsymbol{T}^{q}$. |
| $s$ | Number of sublearning tables. |
| $p_{i j . k l}$ | Probability of transition from $\boldsymbol{L}^{i j}$ to $\boldsymbol{L}^{k l}$. |
| $p_{i j . k}$ | Probability of transition from $\boldsymbol{L}^{i j}$ to any agent lattice in $\mathcal{L}^{k}$. |
| $p_{i . k}$ | Probability of transition from any agent lattice in $\mathcal{L}^{i}$ to any agent lattice in $\mathcal{L}^{k}$. |
| $f(\boldsymbol{x})$ | Objective function. |
| $u$ | Number of variables whose value is 1 in $f(\boldsymbol{x})$. |
| $f^{\text {mapping }}$ | Mapping function in hierarchical problems. |
| $U(0,1)$ | Uniform random real number in [0, 1]. |
| Energy( $)^{\text {) }}$ | Energy of an agent. |
| Learning $(\bullet)$ | Flag to determine which strategy is used in the self-learning behavior. |
| - | Cardinality of a set. |
| $\operatorname{Pr}\{\bullet\}$ | Probability of the event in " $\}$." |

## I. Introduction

EVOLUTIONARY algorithms (EAs) [1]-[6] are stochastic global optimization methods inspired by the biological mechanisms of evolution and heredity. In recent years, with the characteristics of easier application, greater robustness, and better parallel processing than most classical optimizing methods, EAs have been widely used for numerical optimization, combinatorial optimization, classification, and many other engineering problems [7]-[13]. But it is realized from practice that EAs still have weakness, and it is worth stepping back and exploring how to best learn from nature and how to incorporate our existing knowledge in artificial intelligence into EAs.

Agent-based computation has been studied for several years in the field of distributed artificial intelligence [14], [15] and has been widely used in other branches of computer science [7], [8], [16]-[18]. Multiagent systems are computational systems in which several agents interact or work together to achieve some purposes. Problem solving is an area with which many multiagent-based applications are concerned. It includes distributed solutions to problems, solving distributed problems,
and distributed techniques for problem solving [14], [15]. Many researches have been done in this field. Liu et al. [17] introduced an application of distributed techniques for solving constraint satisfaction problems (CSPs). They solved 7000queen problems by an energy-based multiagent model.

On the other hand, there are two related previous works we have done. First, multiagent systems and genetic algorithms (GAs) are integrated to solve global numerical optimization problems in [7], and the proposed method can find high-quality solutions at a low computational cost even for functions with 10000 dimensions. Second, multiagent systems and EAs are combined to form a new algorithm for solving CSPs in [8], and the comparison results show that the proposed method outperforms several famous existing algorithms. All these results show that both agents and EAs have high potentials in solving complex and ill-defined problems.
Following our pervious works, multiagent systems and EAs are integrated to solve combinatorial optimization problems (CmOPs) in this paper. CmOPs are one of the most basic and important research and application fields. Usually, they are nondifferentiable, discontinuous, multidimensional, constrained, and highly nonlinear NP-hard problems and have lots of local optima. With the intrinsic properties of CmOPs in mind, we design two agent behaviors, that is, the competition behavior and the self-learning behavior, to realize the purpose of minimizing the objective function values. Based on this, a new algorithm, namely, MultiAgent EA for CmOPs (MAEACmOPs), is proposed. Theoretical analyses show that MAEACmOPs converge to global optimum solutions.

In the experiments, since deceptive problems are the most difficult CmOPs for EAs, deceptive problems with various linkages and more difficult ones, namely, hierarchical problems with treelike structures, are used to validate the performance of MAEA-CmOPs. The slow convergence rate is one of the key reasons that prevent EAs from practical applications. However, the experimental results show that MAEA-CmOP has a fast convergence rate and obtains a good performance even for various deceptive and hierarchical problems with thousands of dimensions. These results demonstrate that MAEA-CmOP is a competent algorithm for practical applications.

Compared with our previous works [7], [8], the common point between MAEA-CmOPs and the works in [7] and [8] is that they all follow the idea of integrating multiagent systems into EAs. However, since they cope with different problems, the meaning of agents is different, so the designed agent behaviors are completely different. Agent behaviors are the core of each algorithm, which decides that the three algorithms are totally different in both implementation and application fields. Apart from this, the experiments in each work are performed on the famous benchmark problems in each field.

Since MAEA-CmOP uses a lattice-based population, it is similar to cellular GAs (CGAs) [19]-[22] to some extent. However, all operations of CGAs are the same with those of traditional GAs except that CGAs have a neighborhood structure. In essence, CGAs are greedy techniques for enabling a fine-grained parallel implementation of GAs and can present the same problem of premature convergence of traditional GAs [22]. However, MAEA-CmOP makes use of the ability
of agents in sensing and acting on the environment and puts emphasis on designing behaviors for agents. The experimental results show that MAEA-CmOP achieves a good performance even for deceptive and hierarchical problems with thousands of dimensions, which demonstrate that MAEA-CmOP overcomes the problem of premature convergence to some extent.

The rest of this paper is organized as follows: Section II describes the agents for CmOPs. Section III describes the implementation of MAEA-CmOPs and analyzes its convergence. Sections IV and V present experimental studies on the various deceptive and hierarchical problems, respectively. Finally, Section VI concludes the works in this paper.

## II. Agents for CmOPs

According to [15] and [17], an agent is a physical or virtual entity that essentially has the following properties: 1) it is able to live and act in an environment; 2) it is able to sense its local environment; 3) it is driven by certain purposes; and 4) it has some reactive behaviors. In general, four elements should be defined when multiagent systems are used to solve problems. The first is the meaning and purpose of each agent. The second is the environment where all agents live. Since each agent has only local perception, the third is the definition of the local environment. The last is the behavior that each agent can take to achieve its purposes. In what follows, these elements for CmOPs are defined.

## A. Definition of Agents

The objective of CmOPs is to optimize some functions to satisfy the given constraints over a discrete and finite mathematical structure. It can be described as follows: Given a problem $(\mathcal{S}, f)$, where $\mathcal{S}$ is the search space, and $f$ is the objective function, the objective is to find $\boldsymbol{x}^{*} \in \mathcal{S}$, which satisfies $f\left(\boldsymbol{x}^{*}\right) \geq f(\boldsymbol{x})$ for $\forall \boldsymbol{x} \in \mathcal{S}$. Since the search space is discrete, each element in it can be encoded by a binary string. Based on this, an agent is defined as follows.

Definition 1: An agent, labeled as $\boldsymbol{a}$, represents a candidate solution for the CmOP under consideration and is encoded by a binary vector

$$
\boldsymbol{a}=\left(a_{1}, a_{2}, \ldots, a_{n}\right) \in \mathcal{S}, \quad a_{i}=0 \text { or } 1 ; \quad 1 \leq i \leq n
$$

where $n$ is the problem size. The energy of $\boldsymbol{a}$ is equal to its associated objective function value, namely, $\operatorname{Energy}(\boldsymbol{a})=$ $f(\boldsymbol{a})$. The purpose of $\boldsymbol{a}$ is to increase its energy as much as possible.

All agents live in a toroidal latticelike environment, which is called as agent lattice and labeled as $L$. The size of $L$ is $L_{\text {size }} \times L_{\text {size }}$, where $L_{\text {size }}$ is a positive integer. Each agent is fixed on a lattice point and can only interact with its neighbors. Therefore, the agent lattice can be represented as the form in Fig. 1. Supposing that the agent located at $(i, j)$ is represented as $\boldsymbol{L}_{i, j}, i, j=1,2, \ldots, L_{\text {size }}$, then the set of neighbors of $\boldsymbol{L}_{i, j}$, labeled as $\boldsymbol{N}_{i, j}$, is determined by a parameter, namely, perception range $(r)$, as

$$
N_{i, j}=L_{k, l}
$$



Fig. 1. Model of the agent lattice, where each cell denotes an agent, and the numbers in it are the row and column positions.
where

$$
\left\{\begin{array}{l}
(i-r) \leq k \leq(i+r) \text { and } k= \begin{cases}k+L_{\mathrm{size}}, & k<1 \\
k-L_{\mathrm{size}}, & k>L_{\mathrm{size}}\end{cases}  \tag{2}\\
(j-r) \leq l \leq(j+r) \text { and } l= \begin{cases}l+L_{\mathrm{size}}, & l<1 \\
l-L_{\mathrm{size}}, & l>L_{\mathrm{size}}\end{cases}
\end{array}\right.
$$

## B. Behaviors of Agents

For CmOPs, the purpose of an algorithm is to find out the best solutions incurring a computational cost as low as possible. Thus, the computational cost can be considered as the resources of the environment in which all agents live. Each agent will compete with others to gain more resources. At the same time, each agent can also increase its energy by using its knowledge. Based on this, two agent behaviors, namely, the competition behavior and the self-learning behavior, are designed. Since all agents live in a lattice environment, each agent can only interact with its neighbors. To let each behavior be more flexible, the parameter perception range is used to adjust the neighbors in each behavior.

1) Competition Behavior: The perception range in this behavior is fixed to 1 . Thus, each agent has eight neighbors. For $\boldsymbol{L}_{i, j}$, its energy is compared with their neighbors' energies. If $L_{i, j}$ 's energy is the maximum, then $\boldsymbol{L}_{i, j}$ can survive; otherwise, $\boldsymbol{L}_{i, j}$ 's lattice point will be occupied by the child of the agent whose energy is the maximum in $\boldsymbol{N}_{i, j}$. The details are described as follows.

Suppose this behavior is performed by the agent located at $(i, j)$. Let $\boldsymbol{L}_{i, j}=\left(l_{1}, l_{2}, \ldots, l_{n}\right)$ and $\boldsymbol{a}_{\max }=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ be the agents with the maximum energy in $\boldsymbol{N}_{i, j}$. If $\operatorname{Energy}\left(\boldsymbol{L}_{i, j}\right)<\operatorname{Energy}\left(\boldsymbol{a}_{\max }\right)$, then a child agent $\boldsymbol{c}=$ $\left(c_{1}, c_{2}, \ldots, c_{n}\right)$ is generated from $\boldsymbol{a}_{\text {max }}$ to replace $\boldsymbol{L}_{i, j}$. There are two strategies to generate $\boldsymbol{c}$ :

Strategy 1:

$$
c_{i}=\left\{\begin{array}{ll}
a_{i}, & U(0,1)<0.5  \tag{3}\\
l_{i}, & \text { otherwise }
\end{array}, \quad 1 \leq i \leq n\right.
$$

where $U(0,1)$ is a uniform random real number in $[0,1]$.

## Strategy 2:

$$
c_{i}=\left\{\begin{array}{ll}
a_{i}, & U(0,1)>1 / n  \tag{4}\\
1-a_{i}, & \text { otherwise }
\end{array}, \quad 1 \leq i \leq n\right.
$$

Strategy 1 generates a child agent $\boldsymbol{c}$ by making use of both information in $\boldsymbol{L}_{i, j}$ and $\boldsymbol{a}_{\text {max }}$, whereas Strategy 2 is a kind of bit mutation that is commonly used in EAs. Since both $\boldsymbol{L}_{i, j}$ and $\boldsymbol{a}_{\text {max }}$ are binary vectors, their differences can be measured by the Hamming distance. Clearly, the smaller the Hamming distance between $\boldsymbol{L}_{i, j}$ and $\boldsymbol{a}_{\text {max }}$, the more similar these two agents are, and then the lower the probability of generating a better agent with Strategy 1. Thus, we use the following rule to determine which strategy is selected: If the ratio of the Hamming distance between $\boldsymbol{L}_{i, j}$ and $\boldsymbol{a}_{\text {max }}$ to $n$ is larger than 0.5 , then Strategy 1 is selected; otherwise, Strategy 2 is selected.
2) Self-Learning Behavior: The purpose of this behavior is to increase the energy of an agent as much as possible. However, the resources in the environment are limited. As a result, an agent can obtain a self-learning opportunity only when its energy is larger than those of their neighbors. First, a learning table is defined as follows.

Definition 2: A Learning Table, labeled as $(\boldsymbol{T})_{p \times 2}$, is a matrix with $p$ rows and two columns. Let $T_{i, j}$ be the positive integer located at the $i$ th row and the $j$ th column. Then, a learning table must satisfy the following conditions:

$$
\begin{align*}
& \left(1 \leq T_{i, j} \leq n\right) \text { and }\left(T_{i, 1} \leq T_{i, 2}\right) \\
& \quad 1 \leq i \leq p ; \quad j=1 \text { or } 2  \tag{5}\\
& \forall i \neq j, \quad\left(T_{i, 1} \neq T_{j, 1}\right) \text { or }\left(T_{i, 2} \neq T_{j, 2}\right)  \tag{6}\\
& p \leq \frac{n(n+1)}{2} \tag{7}
\end{align*}
$$

where $(\boldsymbol{T})_{(n(n+1) / 2) \times 2}$ is the main learning table, and any set of rows of $(\boldsymbol{T})_{(n(n+1) / 2) \times 2}$ is a sublearning table.

The memory needed to store the main learning table is determined by $n$. In what follows, we consider the case with $n<2^{16}$. If we use 2 B to store each data. and there are $n(n+1)$ data in total, then the total bytes needed to store a main learning table are $2 n(n+1)$, namely, $\left(n(n+1) / 2^{19}\right)$ megabytes. When $n=1000,1.9 \mathrm{MB}$ is needed, whereas for $n=5000,47.7 \mathrm{MB}$ is needed. It is clear that when the problem size is small, we can directly store the whole main learning table; but when the problem size is large, it is difficult. Thus, the main learning table is divided into $s$ sublearning tables, which are labeled as $\boldsymbol{T}^{1}, \boldsymbol{T}^{2}, \ldots, \boldsymbol{T}^{s}$, and each one has $(n(n+1) / 2 s)$ rows, so that they are fit for the available memory.

Suppose $\boldsymbol{L}_{i, j}=\left(l_{1}, l_{2}, \ldots, l_{n}\right)$ obtains a self-learning opportunity. Then, two self-learning strategies can be used, which are given in Algorithms 1 and 2, respectively, where $\operatorname{Learning}\left(\boldsymbol{L}_{i, j}\right)$ is a Boolean flag attached to each agent to determine which strategy is used.

## Algorithm 1 Self-Learning Strategy 1

Step 1: Let $q \leftarrow 1$.
Step 2: Generate $\boldsymbol{T}^{q}$.
Step 3: Randomly select a row $j$ from $\boldsymbol{T}^{q}$; generate $\boldsymbol{a}=$ $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ according to

$$
a_{i}= \begin{cases}l_{i}, & \left(i<T_{j, 1}^{q}\right) \text { or }\left(i>T_{j, 2}^{q}\right), \quad 1 \leq i \leq n .  \tag{8}\\ 1-l_{i}, & \text { otherwise }\end{cases}
$$

Step 4: If $\operatorname{Energy}(\boldsymbol{a})>\operatorname{Energy}\left(\boldsymbol{L}_{i, j}\right)$, then let $\operatorname{Learning}(\boldsymbol{a}) \leftarrow$ False, $\boldsymbol{L}_{i, j} \leftarrow \boldsymbol{a}$, and stop.
Step 5: Delete the $j$ th row from $\boldsymbol{T}^{q}$; if $\boldsymbol{T}^{q}$ is empty, then let $q \leftarrow q+1$.
Step 6: If $q \leq s$, then go to Step 2; otherwise, Learning $\left(\boldsymbol{L}_{i, j}\right) \leftarrow$ True, and stop.

## Algorithm 2 Self-Learning Strategy 2

Step 1: Generate a permutation of $1,2, \ldots, n$, that is, $\left(p_{1}, p_{2}, \ldots, p_{n}\right) ; q \leftarrow 1$.
Step 2: Generate $\boldsymbol{T}^{q}$.
Step 3: Randomly select a row $j$ from $\boldsymbol{T}^{q}$; generate $\boldsymbol{a}=$ $\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ according to
$a_{p_{i}}= \begin{cases}l_{p_{i}}, & \left(i<T_{j, 1}^{q}\right) \text { or }\left(i>T_{j, 2}^{q}\right), \quad 1 \leq i \leq n . \\ 1-l_{p_{i}}, & \text { otherwise }\end{cases}$

Step 4: If $\operatorname{Energy}(\boldsymbol{a})>\operatorname{Energy}\left(\boldsymbol{L}_{i, j}\right)$, then let $\operatorname{Learning}(\boldsymbol{a}) \leftarrow$ False, $\boldsymbol{L}_{i, j} \leftarrow \boldsymbol{a}$, and stop.
Step 5: Delete the $j$ th row from $\boldsymbol{T}^{q}$; if $\boldsymbol{T}^{q}$ is empty, then let $q \leftarrow q+1$.
Step 6: If $q \leq s$, then go to Step 2; otherwise, stop.
The first strategy iteratively selects a segment of $\boldsymbol{L}_{i, j}$ and reverses it until the energy of $\boldsymbol{L}_{i, j}$ is increased or the main learning table is empty. The second strategy first rearranges $\boldsymbol{L}_{i, j}$ and then iteratively selects a segment of $\boldsymbol{L}_{i, j}$ and reverses it until the energy of $\boldsymbol{L}_{i, j}$ is increased. When the energy of $\boldsymbol{L}_{i, j}$ cannot be increased by the first strategy, the probability of increasing the energy by the same strategy in the future is very low. Thus, Learning $\left(\boldsymbol{L}_{i, j}\right)$ is set to true when the first strategy fails to increase the energy. That is to say, usually, the first strategy is used, and only when $\operatorname{Learning}\left(\boldsymbol{L}_{i, j}\right)$ is true is the second strategy used instead.

## III. MAEA-CmOPs and Its Convergence

## A. Implementation of MAEA-CmOPs

To solve CmOPs, all agents must orderly adopt the competition behavior and the self-learning behavior. Here, the two behaviors are controlled by means of evolution so that the agent lattice can evolve generation by generation. At each generation, the competitive behavior is first performed by each agent. As a result, the agents with low energy are cleaned out from the agent lattice so that there is more space developed for the agents with higher energy. Then, the self-learning behavior is performed by some good agents. This process is performed iteratively until the stop criteria are satisfied. The details are given in Algorithm 3.

## Algorithm 3 MAEA-CmOPs

Step 1: Initialize the agent lattice $\boldsymbol{L}^{0}$ : generate $\left(L_{\text {size }} \times\right.$ $\left.L_{\text {size }}\right)$ agents, and let Learning $\left(\boldsymbol{L}_{i, j}\right) \leftarrow$ False, where $i, j=$ $1,2, \ldots, L_{\text {size }} ; t \leftarrow 0$.

Step 2: If the termination criteria are satisfied, then output the agent with maximum energy in the current agent lattice and stop.

Step 3: Perform the competition behavior on each agent in $\boldsymbol{L}^{t}$, that is, if $\forall \boldsymbol{a} \in \boldsymbol{N}_{i, j}, \operatorname{Energy}(\boldsymbol{a}) \leq \operatorname{Energy}\left(\boldsymbol{L}_{i, j}^{t}\right)$, then let $\boldsymbol{L}_{i, j}^{t+(1 / 2)} \leftarrow \boldsymbol{L}_{i, j}^{t}$; otherwise, select a strategy to generate a new agent $\boldsymbol{c}$, Learning $(\boldsymbol{c}) \leftarrow$ False, and $\boldsymbol{L}_{i, j}^{t+(1 / 2)} \leftarrow \boldsymbol{c}$.

Step 4: Perform the self-learning behavior on each agent in $\boldsymbol{L}^{t+(1 / 2)}$, that is, if $\forall \boldsymbol{a} \in \boldsymbol{N}_{i, j}, \operatorname{Energy}(\boldsymbol{a}) \leq$ Energy $\left(\boldsymbol{L}_{i, j}^{t+(1 / 2)}\right)$ and $\operatorname{Learning}\left(\boldsymbol{L}_{i, j}^{t+(1 / 2)}\right)=$ False, then perform Algorithm 1 on $\boldsymbol{L}_{i, j}^{t+(1 / 2)}$; if $\forall \boldsymbol{a} \in \boldsymbol{N}_{i, j}, \operatorname{Energy}(\boldsymbol{a}) \leq$ $\operatorname{Energy}\left(\boldsymbol{L}_{i, j}^{t+(1 / 2)}\right)$ and Learning $\left(\boldsymbol{L}_{i, j}^{t+(1 / 2)}\right)=$ True, then perform Algorithm 2 on $\boldsymbol{L}_{i, j}^{t+(1 / 2)}$; let $\boldsymbol{L}_{i, j}^{t+1} \leftarrow \boldsymbol{L}_{i, j}^{t+(1 / 2)}$.

Step 5: Let $t \leftarrow t+1$, and go to Step 2 .

In traditional EAs, individuals that can generate offspring are usually selected from the whole population. Thus, the global fitness distribution of the population must be determined in advance. However, in nature, a global selection does not exist, and the global fitness distribution cannot be determined either. In fact, the real natural selection only occurs in a local environment, and each individual can only interact with those around it. That is, in some phases, the natural evolution is just a kind of local phenomenon. The information can be shared globally only after a process of diffusion.

Algorithm 3 shows that, in MAEA-CmOPs, since each agent can only sense its local environment, its behaviors can only take place between it and its neighbors. There is no global selection at all, so the global fitness distribution is not required. An agent interacts with its neighbors so that information can be transferred to them. In such a manner, the information is diffused to the whole agent lattice. As can be seen, the evolutionary mechanism based on the agent lattice used in MAEA-CmOPs is closer to the real evolutionary mechanism in nature than that based on the population model used in traditional EAs.

## B. Convergence of MAEA-CmOPs

The search space $\mathcal{S}$ is a discrete state space, so the number of elements of $\mathcal{S}$ is finite. Thus, the number of all different energy values is finite since each element can only have one energy value. Let the set of all different energy values be $\boldsymbol{E}$, namely

$$
\begin{equation*}
\boldsymbol{E}=\{\operatorname{Energy}(\boldsymbol{a}) \mid \boldsymbol{a} \in \boldsymbol{\mathcal { S }}\}=\left\{E^{1}, E^{2}, \ldots, E^{|\boldsymbol{E}|}\right\} \tag{10}
\end{equation*}
$$

where $E^{1}>E^{2}>\cdots>E^{|\boldsymbol{E}|}$. Clearly, $E^{1}$ is the global optimum solution. This immediately gives us the opportunity to partition $\mathcal{S}$ into a collection of nonempty subsets, namely, $\left\{\boldsymbol{\mathcal { S }}^{i}\right\}$, where
$\mathcal{S}^{i}=\left\{\boldsymbol{a} \mid \boldsymbol{a} \in \mathcal{S}\right.$ and $\left.\operatorname{Energy}(\boldsymbol{a})=E^{i}\right\}, \quad i=1,2, \ldots,|\boldsymbol{E}|$.
$\mathcal{S}^{1}$ consists of all agents whose energies are $E^{1}$.

Let the energy of an agent lattice $L$ be labeled as Energy $(\boldsymbol{L})$, which is equal to the energy of the best agent in $\boldsymbol{L}$. Let $\mathcal{L}$ be the set of all agent lattices. Thus, $\mathcal{L}$ can be partitioned into a collection of nonempty subsets, namely, $\left\{\mathcal{L}^{i}\right\}$, where
$\mathcal{L}^{i}=\left\{\boldsymbol{L} \mid \boldsymbol{L} \in \mathcal{L}\right.$ and $\left.\operatorname{Energy}(\boldsymbol{L})=E^{i}\right\}$,

$$
\begin{equation*}
i=1,2, \ldots,|\boldsymbol{E}| \tag{12}
\end{equation*}
$$

$\mathcal{L}^{1}$ consists of all agent lattices whose energies are $E^{1}$.
Let $\boldsymbol{L}^{i j}, i=1,2, \ldots,|\boldsymbol{E}|, j=1,2, \ldots,\left|\mathcal{L}^{i}\right|$, be the $j$ th agent lattice in $\mathcal{L}^{i}$. During the evolutionary process, $\boldsymbol{L}^{i j}$ is transformed into another one, namely, $\boldsymbol{L}^{k l}$, and this process can be viewed as a transition from $\boldsymbol{L}^{i j}$ to $\boldsymbol{L}^{k l}$. Let $p_{i j . k l}$ be the probability of transition from $\boldsymbol{L}^{i j}$ to $\boldsymbol{L}^{k l}, p_{i j . k}$ be the probability of transition from $\boldsymbol{L}^{i j}$ to any agent lattice in $\mathcal{L}^{k}$, and $p_{i . k}$ be the probability of transition from any agent lattice in $\mathcal{L}^{i}$ to any agent lattice in $\mathcal{L}^{k}$. Then, we have the following theorem for MAEA-CmOPs.

Theorem 1: In MAEA-CmOPs, $\forall \boldsymbol{L}^{i j} \in \mathcal{L}^{i}, i=1,2, \ldots$, $|\boldsymbol{E}|, j=1,2, \ldots,\left|\mathcal{L}^{i}\right|$, we have 1) $\forall k>i, p_{i . k}=0$, and 2) $\exists k<i, p_{i . k}>0$.

Proof: Letting $L^{i j}$ be the agent lattice in the $t$ th generation, which is labeled as $\boldsymbol{L}^{t}$ for convenience, and letting $\boldsymbol{a}^{t}$ be the agent with maximum energy in $\boldsymbol{L}^{t}$, then we have $\operatorname{Energy}\left(\boldsymbol{a}^{t}\right)=E^{i}$.

1) According to Step 3 of Algorithm 3, we have $\boldsymbol{a}^{t} \in$ $\boldsymbol{L}^{t+(1 / 2)}$. Because Step 4 of Algorithm 3 can only increase the energy of agents, we have
$\operatorname{Energy}\left(\boldsymbol{L}^{t+1}\right) \geq \operatorname{Energy}\left(\boldsymbol{L}^{t}\right) \Rightarrow \forall k>i, p_{i j . k l}=0$
$\Rightarrow \forall k>i, p_{i j . k}=\sum_{l=1}^{\left|\mathcal{L}^{k}\right|} p_{i j . k l}=0 \Rightarrow \forall k>i, p_{i . k}=0$.
2) Letting $\boldsymbol{a}^{t+(1 / 2)}$ be the agent with the maximum energy in $\boldsymbol{L}^{t+(1 / 2)}$, then we have Energy $\left(\boldsymbol{a}^{t+(1 / 2)}\right) \geq$ $\operatorname{Energy}\left(\boldsymbol{a}^{t}\right)$. Thus, there are two cases:
Case 2.1) Energy $\left(\boldsymbol{a}^{t+(1 / 2)}\right)>\operatorname{Energy}\left(\boldsymbol{a}^{t}\right)$. It is clear that $\exists k<i, p_{i . k}>0$.
Case 2.2) Energy $\left(\boldsymbol{a}^{t+(1 / 2)}\right)=\operatorname{Energy}\left(\boldsymbol{a}^{t}\right)$. According to Step 4 of Algorithm 3, $\boldsymbol{a}^{t+(1 / 2)}$ will obtain a self-learning opportunity. Supposing $\exists \boldsymbol{a}^{\prime}$, $\operatorname{Energy}\left(\boldsymbol{a}^{\prime}\right)=E^{k}>E^{i}$, without loss of generality, the values of the $\left(i_{1}\right)$ th, $\left(i_{2}\right)$ th, $\ldots,\left(i_{n^{\prime}}\right)$ th bits in $\boldsymbol{a}^{\prime}$ are different from those corresponding bits in $\boldsymbol{a}^{t+(1 / 2)}$ and $\left(i_{1}<i_{2}<\cdots<i_{n^{\prime}}\right)$.
According to the values of $\operatorname{Learning}\left(\boldsymbol{a}^{t+(1 / 2)}\right)$ and $\left(i_{1}, i_{2}, \ldots, i_{n^{\prime}}\right)$, there are three cases to determine the probability of transition from $\boldsymbol{a}^{t+(1 / 2)}$ to $\boldsymbol{a}^{\prime}$, which is labeled as $\operatorname{Pr}\left\{\boldsymbol{a}^{t+(1 / 2)} \rightarrow \boldsymbol{a}^{\prime}\right\}$ :
3) Learning $\left(\boldsymbol{a}^{t+(1 / 2)}\right)=$ True: The self-learning behavior is performed by $\boldsymbol{a}^{t+(1 / 2)}$ with Algorithm 2. According to Step 1 of Algorithm 2, there are ( $n$ !) permutations of $n$ integers, and only $\left(\left(n-n^{\prime}+1\right)!\times\right.$ $n^{\prime}$ !) permutations can make $i_{1}, i_{2}, \ldots, i_{n^{\prime}}$ succeed to
each other. Based on the definition of learning table and Steps 2-6 of Algorithm 2, we have

$$
\begin{equation*}
\operatorname{Pr}\left\{\boldsymbol{a}^{t+1 / 2} \rightarrow \boldsymbol{a}^{\prime}\right\}>\left(\frac{1}{\frac{n(n+1)}{2}} \times \frac{\left(n-n^{\prime}+1\right)!\times n^{\prime}!}{n!}\right)>0 \tag{14}
\end{equation*}
$$

where $\operatorname{Pr}\{\bullet\}$ denotes the probability of the event in " $\left\}\right.$." Therefore, $\exists k<i, p_{i . k}>0$.
2) Learning $\left(\boldsymbol{a}^{t+(1 / 2)}\right)=$ False and $\quad(\forall 1 \leq j<$ $\left.n^{\prime}, i_{j+1}-i_{j}=1\right)$ : The self-learning behavior is performed by $\boldsymbol{a}^{t+(1 / 2)}$ with Algorithm 1. Based on the definition of learning table and Steps 2-6, we have

$$
\begin{equation*}
\operatorname{Pr}\left\{\boldsymbol{a}^{t+1 / 2} \rightarrow \boldsymbol{a}^{\prime}\right\}>\left(1 / \frac{n(n+1)}{2}\right)>0 \tag{15}
\end{equation*}
$$

Therefore, $\exists k<i, p_{i . k}>0$.
3) $\operatorname{Learning}\left(\boldsymbol{a}^{t+(1 / 2)}\right)=$ False and $\quad(\exists 1 \leq j<$ $\left.n^{\prime}, i_{j+1}-i_{j}>1\right)$ : The self-learning behavior is performed by $\boldsymbol{a}^{t+(1 / 2)}$ with Algorithm 1. Clearly, any row of the main learning table cannot transform $\boldsymbol{a}^{t+(1 / 2)}$ to $\boldsymbol{a}^{\prime}$. If Algorithm 1 stops at Step 4, then it demonstrates that a better agent has been found; otherwise, $\operatorname{Learning}\left(\boldsymbol{a}^{t+(1 / 2)}\right)$ is set to True, and $\boldsymbol{a}^{t+(1 / 2)}$ is added into $\boldsymbol{L}^{t+1}$. Apparently, we have $\boldsymbol{a}^{(t+1)+(1 / 2)} \geq \boldsymbol{a}^{t+1} \geq \boldsymbol{a}^{t+(1 / 2)}$. If $\boldsymbol{a}^{(t+1)+(1 / 2)}>\boldsymbol{a}^{t+(1 / 2)}$, then it demonstrates that $\boldsymbol{L}^{t}$ has been transformed into the agent lattice with higher energy; otherwise, if $\boldsymbol{a}^{(t+1)+(1 / 2)}=\boldsymbol{a}^{t+(1 / 2)}$, $\boldsymbol{a}^{t+(1 / 2)}$ can obtain a self-learning opportunity. At this moment, Learning $\left(\boldsymbol{a}^{t+(1 / 2)}\right)=$ True. Therefore, $\exists k<i, p_{i . k}>0$.
This theorem shows that there is always a positive probability to transit from an agent lattice to another with higher energy and a zero probability to another with lower energy. Thus, once MAEA-CmOP enters $\mathcal{L}^{1}$, it will never go out. Before proving the convergence of MAEA-CmOPs, we first revisit an important existing theorem.

1) Theorem 2 [23]: Let $\boldsymbol{P}^{\prime}: n \times n$ be a reducible stochastic matrix, which means that by applying the same permutations to rows and columns, $\boldsymbol{P}^{\prime}$ can be brought into the form $\left(\begin{array}{ll}\boldsymbol{C} & \mathbf{0} \\ \boldsymbol{R} & \boldsymbol{T}\end{array}\right)$, where $\boldsymbol{C}: m \times m$ is a primitive stochastic matrix, and $\boldsymbol{R}, \boldsymbol{T} \neq 0$. Then

$$
\begin{align*}
\boldsymbol{P}^{\prime \infty} & =\lim _{k \rightarrow \infty} \boldsymbol{P}^{\prime k} \\
& =\lim _{k \rightarrow \infty}\left(\begin{array}{cc}
\sum_{i=0}^{k-1} \boldsymbol{C}^{k} & \mathbf{0} \\
\boldsymbol{R} \boldsymbol{C}^{k-i} & \boldsymbol{T}^{k}
\end{array}\right) \\
& =\left(\begin{array}{cc}
\boldsymbol{C}^{\infty} & \mathbf{0} \\
\boldsymbol{R}^{\infty} & \mathbf{0}
\end{array}\right) \tag{16}
\end{align*}
$$

is a stable stochastic matrix with $\boldsymbol{P}^{\prime \infty}=\mathbf{1}^{\prime} \boldsymbol{p}^{\prime \infty}$, where $\boldsymbol{p}^{\prime \infty}=$ $\boldsymbol{p}^{\prime 0} \boldsymbol{P}^{\prime \infty}$ is unique regardless of the initial distribution, and $\boldsymbol{p}^{\prime \infty}$ satisfies $p_{i}^{\prime \infty}>0$ for $1 \leq i \leq m$ and $p_{i}^{\prime \infty}=0$ for $m<i \leq n$.

Based on Theorems 1 and 2 and [24], the convergence of MAEA-CmOPs is proved as follows.

Theorem 3: MAEA-CmOP converges to the global optimum solutions.

Proof: It is clear that one can consider each $\mathcal{L}^{i}, i=$ $1,2, \ldots,|\boldsymbol{E}|$, as a state in a homogeneous finite Markov chain. According to Theorem 1(1), the transition matrix $\boldsymbol{P}^{\prime}$ of the Markov chain can be written as follows:

$$
\boldsymbol{P}^{\prime}=\left(\begin{array}{cccc}
p_{1.1} & 0 & \cdots & 0  \tag{17}\\
p_{2.1} & p_{2.2} & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
p_{|\boldsymbol{E}| .1} & p_{|\boldsymbol{E}| .2} & \cdots & p_{|\boldsymbol{E}| \cdot|\boldsymbol{E}|}
\end{array}\right)=\left(\begin{array}{cc}
\boldsymbol{C} & \mathbf{0} \\
\boldsymbol{R} & \boldsymbol{T}
\end{array}\right)
$$

where $\boldsymbol{C}=\left(p_{1.1}\right), \quad \boldsymbol{R}=\left(p_{2.1}, p_{3.1}, \ldots, p_{|\boldsymbol{E}| .1}\right)^{T}$, and $\boldsymbol{T}=$ $\left(\begin{array}{ccc}p_{2.2} & \cdots & 0 \\ \vdots & \ddots & \vdots \\ p_{|\boldsymbol{E}| .2} & \cdots & p_{|\boldsymbol{E}||\boldsymbol{E}|}\end{array}\right)$. Theorem 1 (2) shows that $\boldsymbol{R} \neq \mathbf{0}$, $\boldsymbol{T} \neq \mathbf{0}$, and $\boldsymbol{C}=\left(p_{1.1}\right)=(1)$ is a primitive stochastic matrix. Thus, $\boldsymbol{P}^{\prime}$ is a reducible stochastic matrix and satisfies the conditions in Theorem 2. Therefore, $\boldsymbol{P}^{\prime \infty}$ is a stable stochastic matrix and is equal to

$$
\begin{align*}
\boldsymbol{P}^{\prime \infty} & =\lim _{k \rightarrow \infty} \boldsymbol{P}^{\prime k} \\
& =\lim _{k \rightarrow \infty}\left(\begin{array}{cc}
\sum_{i=0}^{k-1} \boldsymbol{C}^{k} & \mathbf{0} \\
\boldsymbol{R} \boldsymbol{C}^{k-i} & \boldsymbol{T}^{k}
\end{array}\right) \\
& =\left(\begin{array}{cc}
\boldsymbol{C}^{\infty} & \mathbf{0} \\
\boldsymbol{R}^{\infty} & \mathbf{0}
\end{array}\right) \tag{18}
\end{align*}
$$

Since $P^{\prime \infty}$ is a stochastic matrix, the summation of any row in $\boldsymbol{P}^{\prime \infty}$ must be equal to 1 . Then, we have $\boldsymbol{C}^{\infty}=(1)$, and $\boldsymbol{R}^{\infty}=(1,1, \ldots, 1)^{T}$, that is,

$$
\boldsymbol{P}^{\infty}=\left(\begin{array}{cccc}
1 & 0 & \cdots & 0  \tag{19}\\
1 & 0 & \cdots & 0 \\
\vdots & \vdots & \ddots & \vdots \\
1 & 0 & \cdots & 0
\end{array}\right)
$$

Therefore

$$
\begin{equation*}
\lim _{t \rightarrow \infty} \operatorname{Pr}\left\{\operatorname{Energy}\left(\boldsymbol{L}^{t}\right)=E^{1}\right\}=1 \tag{20}
\end{equation*}
$$

This implies that MAEA-CmOP converges to the global optimum solutions.

## IV. Experiments on Deceptive Problems

Goldberg et al. considered in [25] that deceptive problems are important test functions for testing GAs or other algorithms with similar search mechanisms. Therefore, we use various large-scale deceptive functions, which are constructed by four small-scale deceptive functions, namely, subfunctions, in common use to test the performance of MAEA-CmOPs in this section. These four subfunctions are given in (21)-(24), where the value of each variable is set to 0 or 1 , and $u$ represents the number of variables whose value is 1 .

Goldberg's three-order deceptive function
$f_{\text {Goldberg3 }}\left(a_{1}, a_{2}, a_{3}\right)$

$$
= \begin{cases}30, & \left(a_{1}=1\right) \text { and }\left(a_{2}=1\right) \text { and }\left(a_{3}=1\right)  \tag{21}\\ 28, & \left(a_{1}=0\right) \text { and }\left(a_{2}=0\right) \text { and }\left(a_{3}=0\right) \\ 26, & \left(a_{1}=0\right) \text { and }\left(a_{2}=0\right) \text { and }\left(a_{3}=1\right) \\ 22, & \left(a_{1}=0\right) \text { and }\left(a_{2}=1\right) \text { and }\left(a_{3}=0\right) \\ 14, & \left(a_{1}=1\right) \text { and }\left(a_{2}=0\right) \text { and }\left(a_{3}=0\right) \\ 0, & \text { otherwise }\end{cases}
$$

Three-order deceptive function [26]

$$
f_{\text {deceptive } 3}\left(a_{1}, a_{2}, a_{3}\right)= \begin{cases}0.9, & u=0  \tag{22}\\ 0.8, & u=1 \\ 0, & u=2 \\ 1, & u=3\end{cases}
$$

Five-order trap function [27]

$$
f_{\text {trap } 5}\left(a_{1}, a_{2}, a_{3}, a_{4}, a_{5}\right)= \begin{cases}5, & u=5  \tag{23}\\ 4-u, & \text { otherwise }\end{cases}
$$

Six-order bipole deceptive function [26]

$$
\begin{align*}
& f_{\text {bipolar6 }}\left(a_{1}, a_{2}, a_{3}, a_{4}, a_{5}, a_{6}\right) \\
& = \begin{cases}0.9, & u=3 \\
0.8, & (u=2) \text { and }(u=4) \\
0, & (u=1) \text { and }(u=5) \\
1, & (u=0) \text { and }(u=6)\end{cases} \tag{24}
\end{align*}
$$

Apparently, the global optimum solutions of $f_{\text {Goldberg3 }}$, $f_{\text {deceptive3 }}$, and $f_{\text {trap5 }}$ are the vectors with all values equal to 1 , and those of $f_{\text {bipolar6 }}$ are the vectors with all values equal to 1 or 0 . The four subfunctions above have different complexity and properties, so the functions made up of them can validate an algorithm's performance comprehensively.

According to the properties of variables in subfunctions, the deceptive functions can be divided into three classes. The first class is strong-linkage deceptive functions whose variables are connected to each other. The second class is weak-linkage deceptive functions whose variables are not connected to each other. The sets of variables in different subfunctions of both of these two kinds of functions are not intersected. Thus, the third class is overlapping-linkage functions whose sets of variables in different subfunctions are intersected. In this section, all these three kinds of deceptive functions are used to test the performance of MAEA-CmOPs.

Some parameters must be assigned before MAEA-CmOPs can be used to solve problems. First, since $L_{\text {size }} \times L_{\text {size }}$ is equivalent to the population size in traditional EAs, $L_{\text {size }}$ can be selected from 3 to 10 in general and is set to 5 here. Second, because $s$ is used to adjust the size of the learning table so that it can be fit for the memory available, and because it has no effect on the performance, it is set to 1 here. Third, since $r$ of the competition behavior is fixed to 1, it does not need to be adjusted. Fourth, $r$ of the self-learning behavior is used to control how many agents can obtain the self-learning opportunity. The smaller it is, the more agents can obtain the self-learning opportunity, then the higher the computational

TABLE I
Average Number of Function Evaluations Over 50 Independent Runs of MAEA-CmOPs and Comparison With Other Algorithms for $f_{1} \sim f_{4}$

|  |  | MAEA-CmOPs | $[26]$ | $[29]$ | $[28]$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $f_{1}$ | $n=30$ | $\mathbf{7 9 9}$ | - | - | 419687 |
|  | $n=60$ | $\mathbf{3 5 7 8}$ | - | - | - |
|  | $n=90$ | $\mathbf{8 8 0 2}$ | - | - | - |
|  | $n=30$ | $\mathbf{8 4 2}$ | 8500 | 6510 | - |
|  | $n=60$ | $\mathbf{3 8 1 7}$ | 27300 | 25200 | - |
|  | $n=90$ | $\mathbf{9 7 9 0}$ | 57000 | 45300 | - |
| $f_{3}$ | $n=30$ | $\mathbf{8 6 9}$ | 14300 | 7150 | - |
|  | $n=60$ | $\mathbf{4 0 8 8}$ | 41250 | 39620 | - |
|  | $n=90$ | $\mathbf{8 9 5 6}$ | 75450 | 67620 | - |
|  | $n=30$ | $\mathbf{2 0 9 8}$ | 9000 | 3150 | - |
|  | $n=60$ | 16099 | 36000 | $\mathbf{1 3 0 1 0}$ | - |
|  | $n=90$ | 50260 | 45900 | $\mathbf{2 4 ~ 3 1 0}$ | - |

cost needs. Therefore, it is set to 2 to save the computational cost. Finally, the stop criterion is set to find out a global optimum solution.

## A. Strong-Linkage Deceptive Functions

The four strong-linkage deceptive functions used here are

$$
\begin{align*}
& f_{1}(\boldsymbol{a})=\sum_{i=1}^{n / 3} f_{\text {Goldberg3 }}\left(a_{3 i-2}, a_{3 i-1}, a_{3 i}\right) \\
& f_{2}(\boldsymbol{a})=\sum_{i=1}^{n / 3} f_{\text {deceptive } 3}\left(a_{3 i-2}, a_{3 i-1}, a_{3 i}\right) \\
& f_{3}(\boldsymbol{a})=\sum_{i=1}^{n / 5} f_{\text {trap } 5}\left(a_{5 i-4}, a_{5 i-3}, a_{5 i-2}, a_{5 i-1}, a_{5 i}\right) \\
& f_{4}(\boldsymbol{a})=\sum_{i=1}^{n / 6} f_{\text {bipolar6 }}\left(a_{6 i-5}, a_{6 i-4}, a_{6 i-3}, a_{6 i-2}, a_{6 i-1}, a_{6 i}\right) \tag{25}
\end{align*}
$$

The experimental results in terms of the average number of function evaluations over 50 independent runs of MAEACmOPs when $n=30,60$, and 90 are given in Table I and are also compared with those in [26], [28], and [29]. The results show that, for $f_{1}, f_{2}$, and $f_{3}$, the computational cost of MAEACmOPs is far smaller than those of the other algorithms and is only about $10 \%-20 \%$ of those in [26] and [29]. For $f_{4}$, when $n=30$, MAEA-CmOP outperforms the other methods, and when $n=60$ and 90, MAEA-CmOP outperforms the method in [26] but is outperformed by the method in [29].

To further validate MAEA-CmOP's performance, particularly the performance in processing large-scale problems, the following experiments are done: for $f_{1} \sim f_{3}, n$ increases from 30 to 990 in steps of 60 ; and for $f_{4}, n$ increases from 30 to 210 in steps of 30 . For each value of $n, 50$ independent runs of MAEA-CmOP are done, and the average number of function evaluations is shown in Fig. 2.


Fig. 2. Number of function evaluations increasing with the problem size of MAEA-CmOPs for strong-linkage deceptive functions.

TABLE II
Comparison in Terms of the Average Number of Function Evaluations for $f_{2}$ AND $f_{3}$ BETwEEN MAEA-CmOPs AND the Method in [30]

|  |  | MAEA-CmOPs | $[30]$ |
| :---: | :---: | :---: | :---: |
| $f_{2}$ | $n=60$ | $\mathbf{3 8 1 7}$ | 28807 |
|  | $n=240$ | $\mathbf{9 6 0 6 1}$ | 235126 |
|  | $n=510$ | $\mathbf{5 1 6 ~ 1 4 4}$ | - |
|  | $n=810$ | $\mathbf{1 4 7 0} \mathbf{0 8 2}$ | - |
|  | $n=990$ | $\mathbf{2 2 4 4} \mathbf{4 6 5}$ | - |
| $f_{3}$ | $n=100$ | $\mathbf{1 2 5 1 4}$ | 97746 |
|  | $n=250$ | $\mathbf{9 9 8 9 9}$ | 478410 |
|  | $n=510$ | $\mathbf{5 4 1 3 9 8}$ | - |
|  | $n=810$ | $\mathbf{1 4 8 9} 900$ | - |
|  | $n=990$ | $\mathbf{2 4 4 3 2 6 5}$ | - |

As can be seen, the time complexities of $f_{1} \sim f_{4}$ can be approximated by $\left(0.33 \times n^{2.27}\right),\left(0.34 \times n^{2.28}\right),\left(0.41 \times n^{2.26}\right)$, and $\left(0.11 \times n^{2.90}\right)$, respectively. The coefficients of all these four approximate functions are smaller than 1 . The exponentials of $f_{1} \sim f_{3}$ are less than 2.28 , and that of $f_{4}$ is a bit larger, namely, 2.90. In general, for all these four functions, the time complexity of MAEA-CmOP increases in a polynomial basis with the problem size.

Similar experiments have been done in [30] for $f_{2}$ and $f_{3}$. In [30], $n$ increases from 60 to 240 for $f_{2}$ and from 100 to 250 for $f_{3}$. Thus, a comparison between MAEA-CmOP and the method in [30] is given in Table II, where the results of the method in [30] are obtained by their software. ${ }^{1}$ Table II shows that the computational cost of MAEA-CmOP is far smaller than that of the method in [30] and is only about $10 \%-40 \%$ of the computational cost of the method in [30]. In addition, even when $n$ increases to 990 , the computational cost of MAEACmOP is still less than 2.5 million function evaluations.

[^1]

Fig. 3. Number of function evaluations increasing with the problem size of MAEA-CmOPs for weak-linkage deceptive functions.
TABLE III
Comparison Between MAEA-CmOPs for Weak-Linkage and Strong-Linkage Deceptive Functions

|  |  | $f_{1}$ | $f_{5}$ | $f_{2}$ | $f_{6}$ | $f_{3}$ | $f_{7}$ | $f_{4}$ | $f_{8}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Average <br> number of <br> function <br> evaluations | $n=30$ | 799 | 67290 | 842 | 69541 | 869 | 455201 | 2098 | 60111 |
|  | $n=60$ | 3578 | 905207 | 3817 | 929707 | 4088 | 428605105 | 16099 | 1578582 |
| Time <br> complexity | $n=210$ | Coefficients | 61613 | 0.33 | 46318640 | 67205 | 47719535 | 73845 | - |

## B. Weak-Linkage Deceptive Functions

The four weak-linkage deceptive functions used here are

$$
\begin{align*}
& f_{5}(\boldsymbol{a})=\sum_{i=1}^{n / 3} f_{\text {Goldberg } 3}\left(a_{i}, a_{i+n / 3}, a_{i+2 n / 3}\right) \\
& f_{6}(\boldsymbol{a})=\sum_{i=1}^{n / 3} f_{\text {deceptive } 3}\left(a_{i}, a_{i+n / 3}, a_{i+2 n / 3}\right) \\
& f_{7}(\boldsymbol{a})= \sum_{i=1}^{n / 5} f_{\text {trap } 5}\left(a_{i}, a_{i+n / 5}, a_{i+2 n / 5}, a_{i+3 n / 5}, a_{i+4 n / 5}\right) \\
& f_{8}(\boldsymbol{a})= \sum_{i=1}^{n / 6} f_{\text {bipolar6 }}\left(a_{i}, a_{i+n / 6}, a_{i+2 n / 6}, a_{i+3 n / 6},\right. \\
&\left.a_{i+4 n / 6}, a_{i+5 n / 6}\right) . \tag{26}
\end{align*}
$$

The experiments in this section are designed as follows: for $f_{5}, f_{6}$, and $f_{8}, n$ increases from 30 to 210 in steps of 30 , and 50 independent runs of MAEA-CmOP are done on each selected $n$. For $f_{7}$, since the computational cost is too high, only the experiments when $n=30$ and 60 are done. The average number of function evaluations for $f_{5}, f_{6}$, and $f_{8}$ is given in Fig. 3.

As can be seen, the time complexities of $f_{5}, f_{6}$, and $f_{8}$ can be approximated by $\left(21.60 \times n^{2.73}\right),\left(6.82 \times n^{2.95}\right)$, and $\left(0.03 \times n^{4.08}\right)$, respectively. Therefore, for these three functions, the time complexity of MAEA-CmOP still increases in a polynomial basis with the problem size. For $f_{8}$, although the exponential of the approximate function is larger, the coefficient is small, i.e., only 0.03 . Apart from this, the number of function evaluations of the method in [28] for $f_{5}$ with $n=30$ is 421401 , whereas that of MAEA-CmOPs is 67290 and is far smaller than that of the method in [28].


Fig. 4. Number of function evaluations increasing with the problem size of MAEA-CmOPs for overlapping-linkage deceptive functions.

In fact, the subfunctions of these four weak-linkage functions are the same as those of the above four strong-linkage functions, which are changed in the way the variables relate to each other. According to the schema theorem and the building block assumption, a weak-linkage function is more difficult than the corresponding strong-linkage function. Thus, a comparison is made between the results of MAEA-CmOP for strong-linkage and weak-linkage functions in Table III.

As can be seen, from the viewpoint of the number of function evaluations, weak-linkage deceptive functions need far more function evaluations than the corresponding strong-linkage deceptive functions. From the viewpoint of the time complexity, $f_{1}$ and $f_{5}, f_{2}$ and $f_{6}$ are similar, but the coefficients of weak-linkage functions are larger than those of strong-linkage

TABLE IV
Comparison Between MAEA-CmOPs for Strong-Linkage and Overlapping-Linkage Deceptive Functions

|  |  | $f_{2}$ | $f_{9}$ | $f_{10}$ | $f_{3}$ | $f_{11}$ | $f_{12}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Average number of function evaluations | $n=30$ | 842 | 852 | 831 | 869 | 1007 | 809 |
|  | $n=60$ | 3817 | 3880 | 2931 | 4088 | 3833 | 3144 |
|  | $n=90$ | 9790 | 9746 | 7211 | 8956 | 10477 | 7159 |
|  | $n=510$ | 516144 | 435705 | 341468 | 541398 | 479595 | 329751 |
|  | $n=810$ | 1470082 | 1339605 | 1064319 | 1489900 | 1439348 | 883164 |
|  | $n=990$ | 2244465 | 2044992 | 1589103 | 2443265 | 2227592 | 1521552 |
| Time complexity | Coefficients | 0.34 | 0.46 | 0.26 | 0.41 | 0.26 | 0.27 |
|  | Exponentials | $\mathrm{O}\left(n^{2.28}\right)$ | $\mathrm{O}\left(n^{2.22}\right)$ | $\mathrm{O}\left(n^{2.27}\right)$ | $\mathrm{O}\left(n^{2.26}\right)$ | $\mathrm{O}\left(n^{2.31}\right)$ | $\mathrm{O}\left(n^{2.25}\right)$ |

functions. In general, weak-linkage deception functions are more difficult than strong-linkage ones.

## C. Overlapping-Linkage Deceptive Functions

The four overlapping-linkage deceptive functions used here are

$$
\begin{align*}
& f_{9}(\boldsymbol{a})=\sum_{i=1}^{\frac{n-1}{2}} f_{\text {deceptive } 3}\left(a_{2 i-1}, a_{2 i}, a_{2 i+1}\right) \\
& f_{10}(\boldsymbol{a})=\sum_{i=1}^{n-2} f_{\text {deceptive } 3}\left(a_{i}, a_{i+1}, a_{i+2}\right) \\
& f_{11}(\boldsymbol{a})=\sum_{i=1}^{\frac{n-1}{4}} f_{\text {trap } 5}\left(a_{4 i-3}, a_{4 i-2}, a_{4 i-1}, a_{4 i}, a_{4 i+1}\right) \\
& f_{12}(\boldsymbol{a})=\sum_{i=1}^{\frac{n-3}{2}} f_{\text {trap } 5}\left(a_{2 i-1}, a_{2 i}, a_{2 i+1}, a_{2 i+2}, a_{2 i+3}\right) \tag{27}
\end{align*}
$$

where there is one overlapping variable between two successive subfunctions in $f_{9}$ and $f_{11}$, two overlapping variables in $f_{10}$, and three overlapping variables in $f_{12}$. The experiments in this section are designed as follows: For $f_{9} \sim f_{12}, n$ increases from 30 to 990 in steps of 60 , and 50 independent runs of MAEACmOP are done on each selected $n$, and the results are shown in Fig. 4.

As can be seen, the time complexities of $f_{9} \sim f_{12}$ can be approximated by $\left(0.46 \times n^{2.22}\right),\left(0.26 \times n^{2.27}\right),\left(0.26 \times n^{2.31}\right)$, and $\left(0.27 \times n^{2.25}\right)$, respectively. The approximation functions of these four overlapping-linkage functions are similar to those of $f_{2}$ and $f_{3}$, that is, all the coefficients are smaller than 1 , all exponentials are less than 2.31 , and the time complexity increases in a polynomial basis with the problem size. Apart from this, the number of function evaluations of the method in [29] for $f_{9}$ with $n=30,60$, and 90 are 14710,40270 , and 76120 , respectively. While those of MAEA-CmOP are 852, 3880 , and 9746 , respectively, and are far smaller than those of the method in [29].

In fact, $f_{2}, f_{9}$, and $f_{10}$ use the same subfunctions, and $f_{3}$, $f_{11}$, and $f_{12}$ use the same subfunctions, and only the way the variables relate to each other is different. Therefore, a comparison between the performances of MAEA-CmOP on strong-linkage and overlapping-linkage deceptive functions is given in Table IV.

As can be seen, in general, the difficulty of overlappinglinkage deceptive functions is similar to that of the corresponding strong-linkage deceptive functions in both the number of function evaluations and the time complexity. Moreover, the temporal cost incurred by MAEA-CmOP keeps in the range of 1.5-2.5 million function evaluations, even for functions with 990 dimensions.

## V. Experiments on Hierarchical Problems

Many problems in business, engineering, and science have a hierarchical structure. By hierarchy, we mean a system consisting of subsystems, each of which is a hierarchy by itself, until we reach some bottom level. The interactions within each subsystem are of much higher magnitude than the interactions between the subsystems. There are plenty of hierarchy examples around us. A university consists of colleges, colleges consist of departments, departments consist of laboratories and offices, and so forth. A program code consists of procedures and functions, procedures consist of single commands and library calls, commands consist of machine code or assembly language, and so forth [30].

These hierarchical problems do not like the above deceptive functions, which can be decomposed into independent subfunctions; instead, their functions interact with each other and form a treelike hierarchical structure. To study the performance of EAs in solving this kind of problem, Pelikan [30] made a thorough research and designed two deceptive functions with hierarchical structure. Thus, these two deceptive functions and the famous hierarchical if-and-only-if (HIFF) function [31] are used to test the performance of MAEA-CmOPs in this section.

## A. Hierarchical Problems

A hierarchical problem consists of a structure, a mapping function, and a function value. The input variables are at the lowest level, and the mapping function maps a lower level to an upper level, with a treelike structure resulting, and the sum of function values in each level consisting the final function value. Let $\boldsymbol{a}=\left(a_{1}, a_{2}, \ldots, a_{n}\right) \in \mathcal{S}$, and the variables in the $i$ th level consisting of $\boldsymbol{a}^{i}=\left(a_{1}^{i}, a_{2}^{i}, \ldots, a_{n^{i}}^{i}\right)$, where $\boldsymbol{a}^{1}=\boldsymbol{a}$, and the mapping function is $f^{\text {mapping }}$.

1) HIFF Function [31]: The mapping function maps two variables in the lower level and one variable in the upper level, and the problem size must satisfy $n=2^{\text {Level }}$, and the number


Fig. 5. Mapping process of the mapping function in HIFF function for the example with $n=16$.
of variables in each level satisfies $\left(n^{1}=n\right),\left(n^{i} \times 2=n^{i-1}\right)$, $i=2,3, \ldots$, Level. The mapping function is given as

$$
f_{\mathrm{HIFF}}^{\text {mapping }}\left(a_{j}^{i}\right)= \begin{cases}0, & \left(a_{2 j-1}^{i-1}=0\right) \text { and }\left(a_{2 j}^{i-1}=0\right)  \tag{28}\\ 1, & \left(a_{2 j-1}^{i-1}=1\right) \text { and }\left(a_{2 j}^{i-1}=1\right) \\ -, & \text { otherwise }\end{cases}
$$

where $i=2,3, \ldots$, Level, $j=1,2, \ldots, n^{i}$, and an example with $n=16$ for the mapping process is also given in Fig. 5.

The function value in each level is computed by

$$
\begin{equation*}
f_{\mathrm{HIFF}}^{i}\left(\boldsymbol{a}^{i}\right)=2^{i-1} \sum_{j=1}^{n^{i}} f_{j}^{i} \tag{29}
\end{equation*}
$$

where $f_{j}^{i}=\left\{\begin{array}{ll}1, & \left(a_{j}^{i}=0\right) \text { or }\left(a_{j}^{i}=1\right) \\ 0, & \text { otherwise }\end{array}, i=1,2, \ldots\right.$, Level.
The final function value is computed by

$$
\begin{align*}
f_{\mathrm{HIFF}}(\boldsymbol{a})= & \sum_{i=1}^{\text {Level }} f_{\mathrm{HIFF}}^{i}\left(\boldsymbol{a}^{i}\right) \\
& + \begin{cases}2^{\text {Level }}, & \left(a_{1}^{\text {Level }}=a_{2}^{\text {Level }}=0\right) \\
0, & \text { or }\left(a_{1}^{\text {Level }}=a_{2}^{\text {Level }}=1\right) \\
0, & \text { otherwise }\end{cases} \tag{30}
\end{align*}
$$

2) Hierarchical Trap I [30]: The mapping function maps three variables in a lower level to one variable in an upper level, and the problem size must satisfy $n=3^{\text {Level }}$, and the number of variables in each level satisfies $\left(n^{1}=n\right),\left(n^{i} \times 3=n^{i-1}\right)$, $i=2,3, \ldots$, Level. The mapping function is given as

$$
\begin{align*}
& f_{\text {HtrapI }}^{\operatorname{mapping}}\left(a_{j}^{i}\right) \\
& \quad= \begin{cases}0, & \left(a_{3 j-2}^{i-1}=0\right) \text { and }\left(a_{3 j-1}^{i-1}=0\right) \text { and }\left(a_{3 j}^{i-1}=0\right) \\
1, & \left(a_{3 j-2}^{i-1}=1\right) \text { and }\left(a_{3 j-1}^{i-1}=1\right) \text { and }\left(a_{3 j}^{i-1}=1\right) \\
-, & \text { otherwise }\end{cases} \tag{31}
\end{align*}
$$

where $i=2,3, \ldots$ Level, $j=1,2, \ldots, n^{i}$, and an example with $n=27$ for the mapping process is also given in Fig. 6.


Fig. 6. Mapping process of the mapping function in Hierarchical trap I for the example with $n=27$.

The function values of levels 1 to (Level -1 ) are computed as follows, where $u$ denotes the number of 1 's in $\left(a_{3 j-2}^{i}, a_{3 j-1}^{i}, a_{3 j}^{i}\right)$ :

$$
\begin{equation*}
f_{\text {HtrapI }}^{i}\left(\boldsymbol{a}^{i}\right)=3^{i} \sum_{j=1}^{n^{i} / 3} f_{j}^{i}\left(a_{3 j-2}^{i}, a_{3 j-1}^{i}, a_{3 j}^{i}\right) \tag{32}
\end{equation*}
$$

where

$$
f_{j}^{i}\left(a_{3 j-2}^{i}, a_{3 j-1}^{i}, a_{3 j}^{i}\right)= \begin{cases}1, & (u=3) \text { or }(u=0) \\ 0, & u=2 \\ 0.5, & u=1\end{cases}
$$

The final function value is computed as follows, where $u$ denotes the number of 1's in ( $\left.a_{1}^{\mathrm{Level}}, a_{2}^{\mathrm{Level}}, a_{3}^{\mathrm{Level}}\right)$ :

$$
\begin{align*}
f_{\text {HtrapI }}(\boldsymbol{a})= & \sum_{i=1}^{\text {Level-1 }} f_{\text {HtrapI }}^{i}\left(\boldsymbol{a}^{i}\right) \\
& +3^{\text {Level }} \times \begin{cases}1, & u=3 \\
0, & u=2 \\
0.45, & u=1 \\
0.9, & u=0\end{cases} \tag{33}
\end{align*}
$$

3) Hierarchical Trap II [30]: The structure and the mapping function are the same of that of Hierarchical Trap I. The function values of levels 1 to (Level -1 ) are computed as follows, where $u$ denotes the number of 1 's in $\left(a_{3 j-2}^{i}, a_{3 j-1}^{i}, a_{3 j}^{i}\right)$ :

$$
\begin{equation*}
f_{\mathrm{HtrapII}}^{i}\left(\boldsymbol{a}^{i}\right)=3^{i} \sum_{j=1}^{n^{i} / 3} f_{j}^{i}\left(a_{3 j-2}^{i}, a_{3 j-1}^{i}, a_{3 j}^{i}\right) \tag{34}
\end{equation*}
$$

where

$$
f_{j}^{i}\left(a_{3 j-2}^{i}, a_{3 j-1}^{i}, a_{3 j}^{i}\right)= \begin{cases}1, & u=3 \\ 1+0.05 / \text { Level }-u / 2, & \text { otherwise }\end{cases}
$$

The final function value is computed as follows, where $u$ denotes the number of 1 's in ( $\left.a_{1}^{\text {Level }}, a_{2}^{\mathrm{Level}}, a_{3}^{\mathrm{Level}}\right)$ :
$f_{\text {HtrapII }}(\boldsymbol{a})=\sum_{i=1}^{\text {Level-1 }} f_{\text {HtrapII }}^{i}\left(\boldsymbol{a}^{i}\right)$

$$
+3^{\text {Level }} \times\left\{\begin{array}{ll}
1, & u=3  \tag{35}\\
0, & u=2 \\
0.45, & u=1 \\
0.9, & u=0
\end{array} .\right.
$$



Fig. 7. Number of function evaluations increasing with the problem size of MAEA-CmOPs for hierarchical problems.

TABLE V
Comparison in Terms of the Number of Function Evaluations in Solving $f_{\text {HIFF }}, f_{\text {HtrapI }}$, AND $f_{\text {HtrapII }}$ Between MAEA-CmOPs AND the Method in [30]

|  |  | MAEA-CmOPs | $[30]$ |
| :---: | :---: | :---: | :---: |
| $f_{\text {HIFF }}$ | $n=128$ | $\mathbf{9 2 1 9}$ | 26491 |
|  | $n=256$ | $\mathbf{3 8 3 4 0}$ | 88859 |
|  | $n=512$ | $\mathbf{1 4 3 \mathbf { 8 5 9 }}$ | 400498 |
|  | $n=1024$ | $\mathbf{5 3 1 1 5 1}$ | - |
|  | $n=2048$ | $\mathbf{2 3 3 9 9 5 1}$ | - |
| HtrapI | $n=27$ | $\mathbf{7 5 8}$ | 3433 |
|  | $n=81$ | $\mathbf{8 6 4 1}$ | 29127 |
|  | $n=243$ | $\mathbf{9 8 4 7 1}$ | 221411 |
|  | $n=729$ | $\mathbf{1 1 6 6 7 6 1}$ | 1428236 |
|  | $n=2187$ | $\mathbf{1 2 ~ 9 8 0 ~ 8 1 2}$ | - |
|  | $n=27$ | $\mathbf{7 0 8}$ | 5058 |
|  | $n=81$ | $\mathbf{8 7 6 0}$ | 35645 |
|  | $n=243$ | $\mathbf{9 7 4 2 2}$ | 237684 |
|  | $n=729$ | $\mathbf{1 1 6 9 \mathbf { 2 2 }}$ | - |
|  | $n=2187$ | $\mathbf{1 3 ~ 1 7 2 ~ 4 7 7}$ | - |

Apparently, the global optimum solutions of $f_{\text {HIFF }}$ are the vectors with all values equal to 1 or 0 , whereas those of $f_{\text {HtrapI }}$ and $f_{\text {HtrapII }}$ are the vectors with all values equal to 1 .

## B. Experiments and Analyses

The parameters of MAEA-CmOPs in this section are the same of those in Section IV, and the experiments are designed as follows: For $f_{\text {HIFF }}, n$ increases from $16\left(2^{4}\right)$ to $2048\left(2^{11}\right)$, and for $f_{\text {HtrapI }}$ and $f_{\text {HtrapII }}, n$ increases from $27\left(3^{3}\right)$ to 2187 $\left(3^{7}\right)$. Fifty independent runs of MAEA-CmOPs are done on each selected $n$. The number of function evaluations is shown in Fig. 7.

As can be seen, the time complexities of $f_{\text {HIFF }}, f_{\text {HtrapI }}$, and $f_{\text {HtrapII }}$ can be approximated by $\left(0.19 \times n^{2.14}\right),(0.62 \times$ $\left.n^{2.19}\right)$, and $\left(0.57 \times n^{2.20}\right)$, respectively. The time complexities of MAEA-CmOPs in solving these three functions are similar, that is, all the coefficients of the approximation functions are smaller than 1 , whereas all the exponentials are less than 2.20 .

Similar experiments have been done in [30] for $f_{\mathrm{HIFF}}$, $f_{\text {HtrapI }}$, and $f_{\text {HtrapII }}$, where $n$ increases from 16 to 512 for $f_{\text {HIFF }}$, and from 27 to 729 for $f_{\text {HtrapI }}$, and from 27 to 243 for $f_{\text {HtrapII }}$. Thus, a comparison between MAEA-CmOPs and the method in [30] is given in Table V.

As can be seen, the computational cost of MAEA-CmOPs is far smaller than that of the method in [30] and is only $20 \%-40 \%$ of that of the method in [30]. In addition, for $f_{\text {HIFF }}$, when the problem size increases to 2048, the temporal cost incurred by MAEA-CmOPs only reaches 2.3 million function evaluations; and for $f_{\text {HtrapI }}$ and $f_{\text {HtrapII }}$, when the problem size increases to 2187 , although the computational cost is a bit larger, it is still about 13 million function evaluations. All these results show that MAEA-CmOP obtains a good performance in solving large-scale hierarchical problems.

## VI. Conclusion

Multiagent systems and EAs have been integrated in this paper, and the agent behaviors are realized by means of evolution. Thus, a new algorithm for CmOPs, namely, MAEACmOPs, has been proposed, and its convergence is analyzed theoretically. In the experiments, strong-linkage, weak-linkage, and overlapping-linkage deceptive functions and hierarchical problems with treelike structure are used to test the performance of MAEA-CmOPs comprehensively, and large-scale problems whose dimensions are more than 1000 are used to study the time complexity of MAEA-CmOPs.

The experimental results show that deceptive functions have different difficulties, depending on the way to connect the subfunctions. For MAEA-CmOPs, strong-linkage and overlapping-linkage deceptive functions consisting of threeand five-order deceptive functions have the same time complexity, namely, $\mathrm{O}\left(n^{2.2}\right) \sim \mathrm{O}\left(n^{2.3}\right)$, whereas bipole deceptive and weak-linkage functions are more difficult since the time complexity is $\mathrm{O}\left(n^{2.7}\right) \sim \mathrm{O}\left(n^{4.0}\right)$. For hierarchical problems, the time complexity of MAEA-CmOPs is $\mathrm{O}\left(n^{2.1}\right) \sim \mathrm{O}\left(n^{2.2}\right)$.

To summarize, MAEA-CmOP obtains a polynomial time complexity for all test problems. In addition, the parameters of MAEA-CmOPs are simple and easy to be tuned. All of the experimental results are obtained under the same parameter settings, which illustrates that MAEA-CmOP is robust and easy to use.
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